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Abstract. We give a positive answer to M. Traizet’s open question about the existence of complete embedded minimal surfaces with Scherk-ends without planar geodesics. In the singly periodic case, these examples get close to an extension of Traizet’s result concerning asymmetric complete minimal submanifolds of \( \mathbb{R}^3 \) with finite total curvature.

1. Introduction

The theory of minimal surfaces has been developed for almost two and a half centuries. Along the time, these surfaces acquired several branches of study, classifying them according to their local and global behaviours, total curvature, periodicity, kinds of ends, etc. One of the major interests of study is the class of algebraic minimal surfaces, conceived as complete minimal surfaces in \( \mathbb{R}^3 \) obtained from a fundamental piece of finite total curvature by applying a finitely generated translation group \( G \) of \( \mathbb{R}^3 \). The first such surfaces for non-trivial \( G \), after the helicoid, were found by H. F. Scherk in 1835 (see [Sk]). It took more than three decades for new other examples to come out, in 1867 by B. Riemann [R] and in 1890 by H. A. Schwarz [Sz].

The presence of Scherk-ends seem to impose strong restrictions to the embedded surface. A characterisation result from W. Meeks and H. Rosenberg in [MR] states that all ends of an embedded doubly periodic algebraic minimal surface must be of Scherk-type. In the case of a singly periodic algebraic minimal surface, the ends can also be either helicoidal or planar (with finite total curvature). Anyway, for all such surfaces the number of Scherk-ends is even, four at least, and any two of them which converge to a common asymptotic plane always contain straight lines. Moreover, to date, the only known singly periodic examples with exactly four Scherk-ends are the members of Scherk’s second surface family.
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In fact, it is hard to mention all curiosities about the behaviour of Scherk-ends. Because of that, the study of complete embedded minimal surfaces with Scherk-ends has been split into several particular matters. This paper presents the first examples, called SC surfaces, which give a positive answer to the open problem introduced by M. Traizet in [T1]. It is related to the possibility for existence of complete embedded minimal surfaces in $\mathbb{R}^3$ with Scherk-ends without symmetry curves. In [T2], Traizet gave a positive answer to D. Hoffman and H. Karcher’s open problem concerning asymmetric complete minimal submanifolds of $\mathbb{R}^3$ with finite total curvature (see section 5.2 of [HK]).

This paper is devoted to the construction of singly periodic minimal surfaces which are based on the Costa surface in the following sense: one replaces each end of the Costa surface by Scherk-type ends, still keeping the straight lines crossing at the “Costa-saddle”. This generates a fundamental piece called $S$, which is represented in Figure 1. By successive $180^\circ$-rotations on the straight lines, one obtains the whole singly periodic SC surface.

We try to combine the periodic property of Scherk-ends with the Costa surface and get new examples of minimal surfaces. The main goal of this paper is then to prove the following theorem:

![Fig. 1. A singly periodic SC surface](image)
Theorem 1.1. There exists a one-parameter family of complete singly periodic minimal surfaces in \( \mathbb{R}^3 \) such that, for any member of this family the following holds:

(a) The quotient by its translation group has genus 1.

(b) The whole surface is generated by a fundamental piece, which is a surface in \( \mathbb{R}^3 \) with border. The fundamental piece has exactly six ends, all of Scherk-type (modulo translation), and a symmetry group generated by a straight line \( l_1 \) and one straight line segment \( l_2 \). The line \( l_1 \) crosses the segment \( l_2 \) orthogonally in the middle. Both correspond to 180\(^\circ\)-rotational symmetries of the fundamental piece.

(c) The border of the fundamental piece consists of: (i) two lines parallel to \( l_1 \), which cross the segment \( l_2 \) orthogonally at its extremes; and (ii) four isometric curves. These curves provide no extra symmetries for the minimal surface. By successive 180\(^\circ\)-rotations around the straight lines of the border of the fundamental piece, one generates the whole singly periodic surface.

(d) The SC surfaces are embedded in \( \mathbb{R}^3 \).

Sections 8 and 9 of this paper show that the period problems can be solved, while (d) is proved in Section 10. The existence proof of the SC surfaces began during the second author’s doctoral studies in Germany (see [RB1]), supported by CAPES and DAAD, under the supervision of Prof. Dr. H. Karcher. We thank him for his valuable advisements, which made possible the realisation of this present work. The embeddedness of the SC surfaces turned out to be a second research project, this time supported by FAPESP grant numbers 00/07090-5, 02/00865-7 and 03/01398-6.

2. Background

In this section we state some well known theorems on minimal surfaces. For details we refer the reader to [K],[LM],[N] and [O]. In this paper all surfaces are supposed to be regular.

Theorem 2.1 (Weierstrass representation). Let \( S \) be a minimal surface in \( \mathbb{R}^3 \) and \( R \) the underlying Riemann surface of \( S \). Let \( dh \) be a meromorphic 1-form on \( R \) and \( g : R \to \hat{\mathbb{C}} := \mathbb{C} \cup \{\infty\} \) a meromorphic function. Then \( X : R \to \mathbb{R}^3 \) given by

\[
X(p) := \text{Re} \int_{\phi_1}^{\phi_2} (\phi_1, \phi_2, \phi_3), \quad \text{where} \quad (\phi_1, \phi_2, \phi_3)
:= \frac{1}{2} \left( g - g^{-1}, i(g + g^{-1}), 2 \right) dh,
\]

is a conformal regular minimal immersion provided the poles and zeros of \( g \) coincide with the zeros of \( dh \). Conversely, every regular conformal minimal immersion
$X : R \to \mathbb{R}^3$ can be expressed in this form for some meromorphic function $g$ and meromorphic 1-form $dh$.

**Definition 2.1.** The pair $(g, dh)$ is the Weierstrass data on $R$ of the minimal immersion $X : R \to X(R) = S \subset \mathbb{R}^3$.

**Definition 2.2.** A complete, orientable minimal surface $S$ is algebraic if it admits a Weierstrass representation such that $R = \bar{R} \setminus \{p_1, \ldots, p_r\}$, were $\bar{R}$ is compact, and both $g$ and $dh$ extend meromorphically to $\bar{R}$.

**Definition 2.3.** An end of $S$ is the image of a punctured neighbourhood $V_p$ of a point $p \in \{p_1, \ldots, p_r\}$ such that $(\{p_1, \ldots, p_r\} \setminus \{p\}) \cap \bar{V}_p = \emptyset$. The end is embedded if this image is embedded for a sufficiently small neighbourhood of $p$.

**Theorem 2.2.** Let $S$ be a complete minimal surface in $\mathbb{R}^3$. Then $S$ is algebraic if, and only if, it can be obtained from a piece $\tilde{S}$ of finite total curvature by applying a finitely generated translation group $G$ of $\mathbb{R}^3$.

From now on we consider only algebraic surfaces. The function $g$ is the stereographic projection of the Gauß map $N : R \to S^2$ of the minimal immersion $X$. This minimal immersion is well defined in $\mathbb{R}^3/G$, but is allowed to be a multivalued function in $\mathbb{R}^3$. The function $g$ is a covering map of $\hat{\mathbb{C}}$ and the total curvature of $\tilde{S}$ is $-4\pi \deg(g)$.

### 3. The Costa surface

We describe the Costa surface, which is the starting point of our constructions. Details are found in [C], [HM] and [K].

**Theorem 3.1 (The Costa surface).** Let $\bar{R}$ be the square torus of which the algebraic equation is

$$\wp^2 = i \wp(\wp - 1)(\wp + 1).$$

For some positive $\mu$ define $g = \mu \wp'$ and $dh = d\wp/(\wp^2 - 1)$. Then there exists a unique positive $\mu_0$ such that, for $\mu = \mu_0$, $(g, dh)$ is the Weierstrass data on $R = \bar{R} \setminus \wp^{-1}((-1, 1, \infty))$ of a complete minimal embedding of $R$ in $\mathbb{R}^3$.

Figure 2(a) represents the image of the minimal embedding referred to by the previous theorem.

After a suitable rigid motion in $\mathbb{R}^3$ we can position the Costa surface in such a way that the generators of its symmetry group are:

- $\sigma_1 := (x_1, x_2, x_3) \to (-x_2, -x_1, x_3)$
- $\sigma_2 := (x_1, x_2, x_3) \to (x_2, x_1, x_3)$
- $\sigma_3 := (x_1, x_2, x_3) \to (-x_1, x_2, -x_3)$ and
- $\sigma_4 := (x_1, x_2, x_3) \to (x_1, -x_2, -x_3)$. 

Notice that $\sigma_2 = \sigma_3 \circ \sigma_1 \circ \sigma_3$ and $\sigma_4 = \sigma_1 \circ \sigma_3 \circ \sigma_1$. We call $\tilde{G}$ the group of symmetries of the Costa surface. In our case,

$$\tilde{G} = \langle \sigma_1, \sigma_3 \rangle.$$

We remark that the Costa surface is invariant under a $180^\circ$-rotation around the $x_3$-axis. This rotation can be given by $\sigma_1 \circ \sigma_2$. Now consider the shaded region of the punched square torus $R$ represented in Figure 3. This region can be thought of as a punched square $Q$ in the plane. Regarding the referred to constant $\mu_0$ in Theorem 3.1, the same Weierstrass data still provide minimal immersions (with boundary) of $Q$ in $\mathbb{R}^3$, for $\mu > \mu_0$. These are also embeddings, and the proof of this fact follows the same arguments as in [K] for the embeddedness proof of the Costa surface. Figure 2(b) illustrates an “open half-Costa surface”, which can still be positioned in $\mathbb{R}^3$ in order to have the symmetries $\sigma_1$ and $\sigma_2$. 

![Fig. 2. (a) The Costa surface in $\mathbb{R}^3$; (b) the case $\mu > \mu_0$](image)

![Fig. 3. Two copies of the square torus with some values of $Q$](image)
4. The symmetries of the SC surfaces and the elliptic $z$-functions

Let us consider the surface represented in Figure 4 and call it $S$. The quotient by its translation group, followed by a compactification of its ends, generates a torus $T$ (see Figure 5(a)). The straight lines on Figure 4 are $180^\circ$-rotational symmetries of $S$. We consider that two lines of $S$ coincide with the $x_1$- and $x_2$-axis, respectively. The others will be parallel to $x_1$.

These rotational symmetries turn out to be involutions of $T$. For each one of the straight lines, the fixed point set of the $180^\circ$-rotation around it has just one component, namely the line itself. Because of that, $T$ must be a rhombic torus.

On the surface $S$, the axes $x_1$ and $x_2$ cross at a point $A$. The axes $x'_1$ and $x_2$ cross at a point $B$. The surface $S$ has another $180^\circ$-rotational symmetry, which is around the $x_3$-axis, and the quotient of $T$ by this symmetry is $S^2$. After we fix an identification of $S^2$ with $\hat{\mathbb{C}}$, this defines an elliptic function $z : T \to S^2$.

Let us call $T$ the torus $T$ punctured at some points to be defined later. Suppose that the surface $S$ is a minimal immersion of $T$ in $\mathbb{R}^3$. Then, the unitary normal vector on $S$ will be vertical at $A$ and $B$. Moreover, there will be two other points at which the normal vector will be vertical as well. These we call $C$ and $D$.

Now consider Figure 5(a) and the points of the torus $T$ represented there. These points correspond to special points of $S$ (they were given the same names). Let $z : T \to S^2$ be the elliptic function with $z(A) = 0$, $z(B) = \infty$ and $z(C) = e^{i\rho}$,
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Fig. 5. (a) The torus $T$; (b) special values of $z$ on $T$

for some $\rho \in (-\pi/2, \pi/2)$. The most important values of $z$ on $T$ are represented in Figure 5(b).

On Figure 5(a), the bold lines $l_1$ and $l_2$ represent the $x_1$- and $x_2$-axes, respectively (compare it with Figure 4). The $x_1'$ axis from Figure 4 is indicated by $l_1'$ in Figure 5(a). On this figure, notice that the points marked with a $\times$ correspond to Scherk-ends of $S$, where $z$ assumes the value $-\lambda i$, $\lambda \in (0, \infty)$. The other Scherk-ends correspond to $z = x$ and $z = -\bar{x}$, represented in Figure 5(b). Therefore, we define $T := T \setminus z^{-1}((x, -\bar{x}, -i\lambda))$.

Now we are going to summarise important properties of the function $z$ (see Figures 5(a) and 5(b)). The function $z$ is pure imaginary exactly on $l_1, l_1'$ and $l_2$. On $l_2$, the imaginary part of $z$ is always positive. On $l_1$ and $l_1'$, the imaginary part of $z$ is always negative. On the dashed lines of Figure 5(b), and nowhere else, $z$ is unitary ($|z| = 1$).

From now on we shall consider $T$ as a general member of the family of tori, of which the algebraic equations are

$$z'^2 = -iz(z - e^{i\rho})(z + e^{-i\rho}), \quad \rho \in (-\pi/2, \pi/2).$$

We label $\tau_1$ and $\tau_2$ as two generators of the first homology group of $T$, denoted $H_1(T, \mathbb{Z})$.

5. The Weierstrass data $(g, dh)$ in terms of $z$

We are supposing that the surface $S$ is a minimal immersion of $T$ in $\mathbb{R}^3$. In Figure 5(a), the point $D$ corresponds to the image of $C \in S$ under the $180^\circ$-rotation around the $x_2$-axis (see Figure 4). On the surface $S$, the unitary normal vector at $A, B, C$ and $D$ is vertical. We consider that $g(B) = \infty$ and $g = 0$ at $A, C$ and $D$.

At the middle Scherk-ends of $S$, marked with $\times$ on Figure 5(a), $g$ takes the value $\infty$ as well. These ends correspond to some value $z = -\lambda i$, where $\lambda$ is a positive real. We do not expect the unitary normal vector on $S$ to be vertical at any other points except the ones mentioned here. Because of that, one obtains the following relation between $g$ and $z$, for a certain positive constant $c$: 
\[ g = cw, \quad \text{where} \quad w = \frac{z'}{z + \lambda i}. \quad (2) \]

If we suppose that the surface \( S \) is minimal, then the corresponding differential \( dh \) for the Weierstrass data \((g, dh)\) must have a single zero at every point of \( S \) where \( g \) is vertical, except at the two Scherk-ends corresponding to \( z = -i\lambda \). These ends are the ones which come from the planar end of the Costa surface.

Two of the other Scherk-ends of \( S \) must correspond to some complex value \( z = x \), distinct from the special \( z \)-values we have already mentioned. This means, \( x \notin \{0, \infty, e^{i\rho}, -e^{-i\rho}, -\lambda i\} \). Moreover, we must have \( x \notin i\mathbb{R} \) as well, since \( i\mathbb{R} \) is the image of the straight lines of \( S \) under \( z \). By the way, exactly because of these straight lines, the two remaining Scherk-ends of \( S \) must be at \( z = -\bar{x} \).

These arguments lead to the following conclusion:

\[ dh = \frac{dz}{(z-x)(z+\bar{x})} = \frac{dz}{(z-ib)^2 - a^2}, \quad a + ib := x, \{a, b\} \subset \mathbb{R}. \quad (3) \]

Of course, both sides of (3) are a priori just proportional, but on the straight lines of \( S \), where \( z(t) = it, t \in \mathbb{R} \), we want \( \text{Re} \int dh \) to be zero. This is already provided by (3).

Now we have concrete Weierstrass data \((g, dh)\) on the torus \( T \). From (1), (2) and (3), it is easy to show that \( \frac{dg}{g} \cdot dh \) is pure imaginary on \( z(t) = it, t \in \mathbb{R} \), which proves that \( S \) really has the straight lines we supposed at the beginning.

6. Residue problem: conditions on the variables \( c \), \( x \) and \( \lambda \)

We are supposing that \( S \) is a minimal immersion of \( T \) in \( \mathbb{R}^3 \). In the previous section, we obtained its corresponding Weierstrass data (2) and (3) in terms of the symmetries that \( S \) was assumed to have. Therefore, (2) and (3) give us a minimal immersion in \( \mathbb{R}^3 \) of the torus \( T \) punctured at \( z^{-1}(-\lambda i, x, -\bar{x}) \). The image of this immersion in \( \mathbb{R}^3 \) has the same symmetries and Scherk-ends as the surface \( S \) indicated by Figure 1.

At this point the Weierstrass data depend on five free parameters, namely \( c \), \( a, b, \lambda \) and \( \rho \). Nevertheless, we must introduce some conditions involving the variables \( c, x = a + ib \) and \( \lambda \), for a given \( \rho \in (-\pi/2, \pi/2) \). This is because the minimal immersion must lead to an image in \( \mathbb{R}^3 \) with no other periods, except a single one in the \( x_2 \)-direction (see Figure 1). Therefore, all Scherk-ends must have the same length, modulo translation. Moreover, by looking at Figure 4 we realise that the stereographic projection of the unitary normal vector at the ends \( z = x \) and \( z = -\bar{x} \) must be real. Otherwise \( S \) will have periods in the \( x_1 \)- or \( x_3 \)-directions.
Before we calculate the residues, let us establish necessary conditions for \( g \big|_{z=x} \) to be real. For example, \( g \big|_{z=x} \) applied to (2) must give us
\[
-ix(x - e^{i\rho})(x + e^{-i\rho}) = r^2, \quad r \in \mathbb{R}_+.
\] (4)

Condition (4) restricts \( x \) to a curve in the complex plane. We now have four free parameters, namely \( c, r, \lambda \) and \( \rho \). Now, from (1) and (2), notice that \( z \rightarrow -\bar{z} \) implies \( g \rightarrow \pm \bar{g} \). Therefore, \( g \big|_{z=-\bar{z}} \) applied to (2) leads to the same condition (4). By using the Cardano-Tartaglia formula we get
\[
x = \sqrt{3}(u - v)/2 - i[(u + v)/2 + R/3],
\]
where
\[
\begin{align*}
R &= -2 \sin \rho - r^2, \\
\sigma &= 1 - 2\lambda r^2, \\
\tau &= -\lambda^2 r^2, \\
p &= \frac{R^2}{3}, \\
q &= \frac{2R^3}{27} - \frac{\sigma R}{3} + \tau,
\end{align*}
\]
\[
\mathbb{D} = \frac{p^3}{27} + \frac{q^2}{4}, \quad u = \sqrt{-\frac{q}{2} + \sqrt{\mathbb{D}}} \quad \text{and} \quad v = -\frac{p}{3u}.
\] (5)

Of course, we do not always have \( u \in \mathbb{R} \), but for certain ranges of \( \rho, \lambda \) and \( r \) it will follow that \( \mathbb{D} \geq 0 \). From (4) we easily see that one of the roots is pure imaginary (with positive imaginary part), and the other two are interchangeable by \( z \rightarrow -\bar{z} \). Because of this, without loss of generality we fix \( a = Re(x) > 0 \).

1) Residue at \( z = -\lambda i \).

Take a positive \( \delta \) and the curve \( z(t) = -\lambda i + \delta e^{it}, \quad t \in [0, 2\pi] \). We recall that \( x = a + ib \), for reals \( a \) and \( b \). An easy calculation shows that, up to the sign of the square root, we have:
\[
\begin{align*}
\lim_{\delta \to 0} \Re \int_{z(t)} \phi_1 &= 0, \\
\lim_{\delta \to 0} \Re \int_{z(t)} \phi_2 &= \frac{c\pi}{(\lambda + b)^2 + a^2} \lambda (\lambda^2 + 1 + 2\lambda \sin \rho)^{1/2}, \\
\lim_{\delta \to 0} \Re \int_{z(t)} \phi_3 &= 0.
\end{align*}
\] (6)

2) Residues at \( z = x \) and \( z = -\bar{x} \).

We have just seen that the absolute value of \( r \) in (4) remains invariant under the change \( x \rightarrow -\bar{x} \). Moreover, from (3) the same holds for \( dh/dz \). Because of this, the residues at \( z = x \) and \( z = -\bar{x} \) will have the same absolute values. This is a fact we have already expected since the straight lines on \( S \) imply that the
Scherk-ends at \( z = x \) and \( z = -\bar{x} \) must be congruent. Thus, it is sufficient to analyse the residue at \( z = x \).

Take a positive \( \delta \) and the curve \( z(t) = x + \delta e^{it}, \, t \in [0, 2\pi] \). An easy calculation shows that, up to the sign of the square root, we have:

\[
\lim_{\delta \to 0} \Re \int_{z(t)} \phi_1 = 0,
\]

\[
\lim_{\delta \to 0} \Re \int_{z(t)} \phi_2 = \frac{\pi}{2a} \left( cr + \frac{1}{cr} \right), \quad (7)
\]

\[
\lim_{\delta \to 0} \Re \int_{z(t)} \phi_3 = 0.
\]

Now we are going to make (6) equal to (7) but first, to simplify the formulae we are going to derive, let us define for positive \( t \):

\[
f(t) := [t(t^2 + 1 + 2t \sin \rho)]^{1/2}
\]

and

\[
\tilde{f}(t) := [t(t^2 + 1 - 2t \sin \rho)]^{1/2}.
\]

Thus, all lengths of the Scherk-ends (modulo translation) will be equal if, and only if

\[
c^2 = \frac{(\lambda + b)^2 + a^2}{2af(\lambda)r - r^2[(\lambda + b)^2 + a^2]}.
\]

(9)

Condition (9) drops the number of free parameters to three, namely \( r, \lambda \) and \( \rho \). We should be careful at this point and analyse the conditions for \( \rho, \lambda \) and \( r \) which make positive the denominator of (9). However, in the next section we shall get another expression for \( c^2 \), which solves the period problems for \( H_1(T, \mathbb{Z}) \). This expression, in (14), will be positive for certain values of \( \rho, \lambda \) and \( r \), and continuous for these variables.

A solution for the period and residue problems will then exist if, and only if both (9) and (14) simultaneously hold, for certain values of \( \rho, \lambda \) and \( r \). For these values (9) will be automatically positive. Therefore, we skip the analysis of the conditions which lead to a positive denominator in (9).

7. The period problems

We have already analysed the periods at the punctures \( z = -\lambda i, z = x \) and \( z = -\bar{x} \) of the torus \( T \) in the last section. Therefore, we need to verify the remaining periods on curves of \( H_1(T, \mathbb{Z}) \). Recall that we have the following Weierstrass data:
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\[ g = c \omega, \quad \text{where} \quad \omega = \frac{z'}{z + i\lambda}; \quad \lambda \in \mathbb{R}_+, \]

\[ dh = \frac{dz}{(z-x)(z+x)}, \]

defined on the tori \( T \) with algebraic equation:

\[ z'^2 = -iz(z - e^{i\rho})(z + e^{-i\rho}), \quad \rho \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right). \]

The ends correspond to the points in \( z^{-1}((-i\lambda, x, -\bar{x})) \), that we label \(-i\lambda_+\), \(-i\lambda_, x_+, x_-, -\bar{x}_+, \) and \(-\bar{x}_-\). Recall that \( T = T - \{-i\lambda_+, -i\lambda_-, x_+, x_-, -\bar{x}_+, -\bar{x}_-\} \).

If we consider the rectangle \( \Xi \) in the plane given by Figure 6, and we remove a simple curve \( \sigma \), joining \( x_+ \) and \( x_- \) and passing through \( C \), then the remaining domain has the conformal type of an annulus (with one boundary) and twice punctured at the boundary. The image of \( \mathcal{A} := \Xi - \sigma \) under the minimal immersion \( X = \text{Re} \int (\phi_1, \phi_2, \phi_3) \) has the shape exhibited in Figure 7.

Notice that \( X \) is well defined on \( \mathcal{A} \) because the integrals around \( x_+ \) and \( x_- \) have opposite signs. Moreover, observe that \( \sigma \) is lifted to two curves, \( \sigma_1 \) and \( \sigma_2 \), which differ by the period

\[ \tilde{p} = \left(0, \frac{\pi}{2a} \left( cr + \frac{1}{cr} \right), 0\right), \quad \text{where} \quad c \text{ is given by (9)}. \]

Furthermore, the distance between the two parallel half lines of either the end \(-i\lambda_+ \) or \(-i\lambda_- \) is \( \frac{1}{2}\|\tilde{p}\| \).

If we consider the intersection of \( X(\mathcal{A}) \) with the plane \( x_3 = 0 \), then we see a configuration of half lines and segments like in Figure 8. A necessary and sufficient condition to close the period problem of \( X \) is that the distance \( d \) vanishes. In other words, if \( d = 0 \) then we can extend our immersion by Schwarz reflexion principle in order to obtain a complete minimal surface properly immersed in \( \mathbb{R}^3 \).

![Fig. 6. The rectangle \( \Xi \) and the curve \( \sigma \)]
Fig. 7. The image of $A := \Xi - \sigma$ under the minimal immersion $X$. Observe that $\sigma$ is lifted to two curves, $\sigma_1$ and $\sigma_2$, which differ by the period $\vec{p}$.

Fig. 8. The intersection of $X(A)$ with the plane $x_3 = 0$.

This complete minimal surface is invariant under the horizontal translation by vector $\vec{p}$. Hence, labelling $P$ the group of translations generated by $\vec{p}$, it is clear that $X$ induces a complete minimal immersion $X' : T \rightarrow \mathbb{R}^3/\mathbb{Z}P$.

At this point, we consider the curves $\gamma(t)$ and $\Gamma(t)$ defined as follows. Given a positive $\delta < \lambda$, we can write down explicit equations for $z(\Gamma)$ and $z(\gamma)$:

$$z(\Gamma(t)) = it, 0 < t < \infty, \quad \text{and} \quad z(\gamma(t)) = \begin{cases} \gamma_1(t) = -it, & \lambda + \delta < t < \infty, \\ \gamma_0(t) = -\lambda i + \delta i e^{it}, & 0 < t < \pi, \\ \gamma_2(t) = -it, & 0 < t < \lambda - \delta. \end{cases}$$

Observe that, in the homology group of our punctured torus $T$, we have:

$$(\Gamma \cup \gamma) + \tau_2 = \alpha,$$
where $\tau_2$ is one of the generators of the homology of the compact torus and $\alpha$ is a cycle around the end $x_-$. Taking the previous arguments into account, the periods of our surface are closed if, and only if

$$\text{Re} \int_{\Gamma \cup \gamma} (\phi_1, \phi_2) = (0, 0).$$  \hspace{1cm} (12)$$

Notice that (12) is equivalent to $d = 0$. Indeed, if $X(\Gamma \cup \gamma)$ is a closed curve in $\mathbb{R}^3$ this means that $A$ and $A'$ are mapped in the same point of space.

**Remark 1.** The points $B$ and $C$ lie on the same vertical. Indeed, we have two vertical lines of symmetry: one of them lies on the vertical of $A$ and the other one lies on the vertical of $B$. The composition of the $180^\circ$ rotation around both straight lines gives us the period translation, so they induce the same transformation on $T$. Furthermore, this holomorphic involution corresponds to the elliptic involution $(z, z') \mapsto (\bar{z}, -\bar{z}')$. The involution fixes the points $A$, $B$ and $C$. Thus $C$ is on the same vertical of either $A$ or $B$. The first option is absurd, then $B$ and $C$ are on the same vertical.

At a point $(c, \lambda, x)$, a necessary and sufficient condition for (12) to hold is

$$\int_{\Gamma \cup \gamma} g dh = \int_{\Gamma \cup \gamma} \frac{dh}{g}.$$  \hspace{1cm} (13)$$

Now we shall use explicit integrals in (13). The straight lines of $S$ are represented by $z(t) = it$, $t \in \mathbb{R}$. Therefore, from (2), (3) and (8) one rewrites (13) as follows:

$$c^2 = \frac{\int_{\Gamma \cup \gamma} w^{-1} dh}{\int_{\Gamma \cup \gamma} w dh}.$$  \hspace{1cm} (14)$$

Notice the term $(\lambda - t)^{-1}$ in one of the integrands of (14). The integral is even though finite and equals to its Cauchy principal value. Now we can split (14) in the following two conditions

$$c^2 = \frac{\int_0^\infty \frac{(\lambda - t)dt}{f(t)(t + b)^2 + a^2}}{\int_0^\infty \frac{\pi f(\lambda)}{(\lambda - t)^{2}(t + b)^2 + a^2}} + i \frac{\int_0^\infty \frac{(t + \lambda)dt}{\tilde{f}(t)((t - b)^2 + a^2) - i \int_0^\infty \frac{\tilde{f}(t)dt}{(t + \lambda)(t - b)^2 + a^2}}}{\int_0^\infty \frac{f(t)dt}{(\lambda - t)((t + b)^2 + a^2)}}.$$  \hspace{1cm} (14)$$

Notice the term $(\lambda - t)^{-1}$ in one of the integrands of (14). The integral is even though finite and equals to its Cauchy principal value. Now we can split (14) in the following two conditions

$$c^2 = \frac{\int_0^\infty \frac{(\lambda - t)dt}{f(t)(t + b)^2 + a^2}}{\int_0^\infty \frac{f(t)dt}{(t - \lambda)((t + b)^2 + a^2)}}$$

and
Together with (9), we now have three distinct equations for \( c^2 \), which depend only on \( r, \rho \) and \( \lambda \). Figure 9 shows numeric simulations of these three equations for \( \sin \rho = -0.23 \) and \( r \) in the interval \([0.65, 0.75]\). Therefore, we have computational evidence that the period problems can be solved. A formal proof of this fact will be shown in the next sections. For now, we give here a summary of this proof:

(a) We first define \( c_1 := c^2(\rho, \lambda, r) \), where \( c^2 \) is given in (9), \( c_2 := c^2(\rho, \lambda, r) \), where \( c^2 \) is the second. At a certain point, we shall replace \( c_3 \) by another equivalent Lópex-Ros parameter \( \tilde{c}_3 \). The reason for it will be explained later in details.

(b) Afterwards we show that for negative \( \rho \approx 0 \) the functions \( c_1 \) and \( \tilde{c}_3 \) can be estimated by two functions each. In other words, \( c_1^- < c_1 < c_1^+ \) and \( \tilde{c}_3^- < \tilde{c}_3 < \tilde{c}_3^+ \), and these inequalities are valid for \( R := \lambda r \in (0, r_0) \), \( r_0 \) to be specified later. Moreover, the graphs of each pair of these estimating functions intersect at most at a single point in \((0, r_0)\). This fact is illustrated by Figure 10.

(c) We shall conclude that \( c_2 < \min\{c_1^-, \tilde{c}_3^-\} \) in \((0, r_0)\) for \( \lambda = 1 \) and \( c_2 > \max\{c_1^+, \tilde{c}_3^+\} \) for \( \lambda = \infty \) in \((0, r_0)\). This will finally prove the existence of a point \( (\lambda^*, R^*) \in (1, \infty) \times (0, r_0) \) at which \( c_1 = c_2 = c_3 \).

This strategy is restricted to the case of negative \( \rho \approx 0 \). Otherwise the \( \lambda \)- and \( r \)-intervals can drastically change. This really happens according to some numeric computations, and they also indicate solutions for several values of positive and negative \( \rho \). In any case, the Cardano-Tartaglia formulae for \( x \) in (4) get more complicated for \( \rho \neq 0 \) and it becomes very difficult to handle the derivatives \( \frac{\partial c_j}{\partial r} \), \( j = 1, 2, 3 \). Because of that, we restrict our theoretical solution of the period problems to the proof of the following proposition, which will be shown in Section 9:

**Proposition 7.1.** For any \( \rho \in [-0.01, 0] \) there exists a point \( (\lambda^*, R^*) \in (1, \infty) \times (0, r_0) \) at which the values of \( c^2 \) in (9) and (15) are positive and coincide simultaneously \( (c_1 = c_2 = c_3) \).

The proof of Proposition 7.1 requires some lemmas and estimates we shall deal with in the next section.

### 8. Six main lemmas

Before starting the demonstration of Proposition 7.1, we need to survey the behaviour of the \( x \)-roots in (4). At (9) there remained three free parameters, namely \( r \),
Fig. 9. Numeric simulations for (a) $\lambda = 0.89$ (b) $\lambda = 0.92$ and (c) $\lambda = 0.95$

Fig. 10. Graphs of $r_{c1}$, $r_{c1}^\pm$, $r_{c3}$ and $r_{c3}^\pm$ for $(\rho, \lambda) = (-0.05, 1.3)$
\( \lambda \) and \( \rho \). The following lemma informs about the curve \( x(r) \) in the complex plane:

**Lemma 8.1.** For negative \( \rho \), \( \lambda \geq 1 \) and \( x = a + ib \) one has:

(a) The pure imaginary root of (4) is given by \( iy \), where \( y \) is an increasing function \( y = y(r) \). Moreover, \( y > r^2 + 2 \sin \rho \) and \( y' > 2r \) for any positive \( r \).

(b) The function \( b(r) \) is negative and decreasing, \( b(0) = \sin \rho \) and \( b(\infty) = -\lambda \).

(c) The function \( a(r) \) is positive and \( a(0) = \cos \rho \).

**Proof.**

(a): If \( iy(r) \) is the pure imaginary root of (4), then

\[
\frac{y(y^2 + 2y|\sin \rho| + 1)}{(y + \lambda)^2} = r^2. \tag{16}
\]

The function \( y = y(r) \) is well defined if

\[
y^3 + 3\lambda y^2 - (1 - 4\lambda|\sin \rho|)y + \lambda > 0. \tag{17}
\]

The Cardano-Tartaglia discriminant of this last polynomial for \( \rho = 0 \) is \(-1/27 + 2\lambda^2/3 + \lambda^4 > 0 \). Thus (17) holds for \( \rho = 0 \) and consequently for negative \( \rho \) as well. Moreover, \( y(r) \) is increasing. Now observe the following inequality, which is valid for \( r = 0 \):

\[
y > r^2 + 2 \sin \rho. \tag{18}
\]

If we show that \( y' > 2r \), then (18) will hold for any positive \( r \). From (16) we have:

\[
y'(r) = \frac{1}{r'(y)} = \frac{2r(y + \lambda)^3}{y^3 + 3\lambda y^2 - (1 - 4\lambda|\sin \rho|)y + \lambda}. \tag{19}
\]

One easily proves that the right-hand side of (19) is bigger than \( 2r \). Hence (18) is valid for every positive \( r \).

(b): By setting \( x = i\tilde{x} \), (4) is equivalent to

\[
i(i\tilde{x} - iy)(i\tilde{x} - a - ib)(i\tilde{x} + a - ib) = \tilde{x}^3 - (2b + y)\tilde{x}^2 + (a^2 + b^2 + 2by)\tilde{x} - (a^2 + b^2)y = 0. \tag{20}
\]

Thus, from (5) and (20) we have \(-2b + y) = R = -2 \sin \rho - r^2 \) and therefore, \(-2b = y - r^2 - 2 \sin \rho \). From item (a) of this Lemma it follows that \( b \) and \( b' \) are always negative. One easily verifies that \( b(0) = \sin \rho \) and \( b(\infty) = -\lambda \).
(c): The Cardano-Tartaglia discriminant of (4) cannot be negative, for in this case we would get three distinct pure imaginary roots. This is impossible for \( \rho < 0 \), since (4) is invariant under the map \( x \rightarrow -\bar{x} \). We still could have \( D = 0 \) at some \( r \), and therefore a double or triple root at this point, all of them pure imaginary. In this case the roots would be \( iy \) (simple) and \( ib \) (double). But \( b \) is negative, according to item (b) of this Lemma, and then (16) could not hold. Therefore, \( D \) is positive.

Geometrically, this means that the curve \( x(r) \) cannot cross the imaginary axis, and consequently \( a \) is always positive. It is easy to verify that \( a(0) = \cos \rho \) and \( a(\infty) = 0 \).

We have just seen that \( b = \sin \rho + (r^2 - y)/2 \). From (5) and (20) we also get \( a^2 + b^2 = \lambda^2 r^2 y^{-1} \). These formulae will be useful in the demonstration of the next lemma, but first define \( y_0 := 0.2 \) and

\[
 r_0 := \frac{[y_0(y_0^2 + 2|\sin \rho|y_0 + 1)]^{\frac{1}{2}}}{y_0 + 1}. 
\]

**Lemma 8.2.** For \( \lambda \geq 1 \), \( 0 > \sin \rho \geq -0.01 \) and \( r \leq r_0/\lambda \) we have \( a_{\text{min}} \geq 0.8464 \); \( a_{\text{max}} \leq 1.03 \); \( b_{\text{min}} \geq -0.0764 \) and \( b_{\text{max}} = \sin \rho \).

**Proof.** Since \( b = \sin \rho + (r^2 - y)/2 \) and \( b' < 0 \), then it is trivial that \( b_{\text{max}} = \sin \rho \). Moreover,

\[
b_{\text{min}} \geq -0.01 + [r_0^2/\lambda^2 - y(r_0/\lambda)]/2 \geq -0.01 + [r_0^2 - y(r_0)]/2 \\
\geq -0.0375 \geq -0.0764.
\]

From (5) and (20) we have \( a^2 = \lambda^2 r^2 y^{-1} - b^2 \). Since the derivative of \( (y^2 + 1)/(y + 1)^2 \) is negative for \( y < 1 \), it follows that

\[
a_{\text{min}}^2 = \frac{y^2 + 1}{(y + 1)^2} - b_{\text{min}}^2 \geq \frac{y_0^2 + 1}{(y_0 + 1)^2} - b_{\text{min}}^2 \geq 0.849^2.
\]

Finally, since \( \lambda \) can take arbitrarily large values, it is not difficult to see that \( a_{\text{min}}^2 \leq y_0^2 + 2y_0|\sin \rho|_{\text{max}} + 1 \geq 1.022^2 \).

**Remark 2.** From now on, we shall apply Lemma 8.2 in several further estimates. Some of them can be slightly improved by making use of \( b_{\text{min}} = -0.0375 \), \( a_{\text{min}} = 0.849 \) and \( |x|_{\text{min}}^2 = 0.72 \).

Now it is easy to evaluate the function \( c_1 \). We can rewrite (9) as

\[
c_1^{-1} = \frac{2af(\lambda)}{(\lambda + b)^2 + a^2 r^2 - r^2}.
\]
For \( r \in (0, r_0/\lambda) \) we apply Lemmas 1 and 2 in order to get the following inequality

\[
\frac{2a_{\min} f(\lambda)}{\lambda^2 + a_{\max}^2} - r < \frac{c_1^{-1}}{r} < \frac{2a_{\max} f(\lambda)}{(\lambda + b_{\min})^2 + a_{\min}^2} - r. \tag{22}
\]

Both the left- and right-hand side of (22) are decreasing with \( r \). Moreover, observe (22) and consider \( \lambda \to \infty \). The bigger \( \lambda \) is, the “sooner” \((rc_1)^{-1}\) gets negative. Because of that, later on we shall work with the variable \( R = \lambda r \in (0, r_0) \).

In order to evaluate the functions \( c_2 \) and \( c_3 \), we first recall (15) and define \( J_1 \) and \( J_2 \) as the integrals at the numerator and denominator of \( c_3 \), respectively. In the same way, let \( I_1 \) and \( I_2 \) be the numerator and the denominator of \( c_2 \), respectively. Therefore, we rewrite (15) as

\[
c_2 = \frac{I_1}{I_2} \quad \text{and} \quad c_3 = \frac{J_1}{(\lambda + b)^2 + a^2} - J_2. \tag{23}
\]

The next lemma summarises important estimates. It is proved in [RB2] and [RB3]. In [RB3] one shows how to evaluate functions like \((t^2 + 0.1t + 1)^{-\frac{1}{2}}\) by polynomials. This is afterwards applied in [RB2] for elliptic integrands in order to bound them by rational functions, which then allow explicit integration.

**Lemma 8.3.** For \( t \in (0, 1) \) the following equations hold:

\[
\int_0^1 \frac{2t^2 dt}{(t^4 + 0.1t^2 + 1)^{\frac{1}{2}}(t^4 + 0.15t^2 + 1.06)} + \int_0^1 \frac{t^\frac{1}{2} dt}{(t^2 + 0.1t + 1)^{\frac{1}{2}}(1 + 0.15t + 1.06t^2)} > 0.7669; \tag{24}
\]

\[
\int_0^1 \frac{2dt}{(t^4 + 0.1t^2 + 1)^{\frac{1}{2}}(t^4 + 0.15t^2 + 1.06)} + \int_0^1 \frac{t^{3/2} dt}{(t^2 + 0.1t + 1)^{\frac{1}{2}}(1 + 0.15t + 1.06t^2)} < 1.6981; \tag{25}
\]

\[
\int_0^1 \frac{2t^2 dt}{(t^4 + 1)^{\frac{1}{2}}(t^4 + 0.7164)} + \int_0^1 \frac{t^{\frac{1}{2}} dt}{(t^2 + 1)^{\frac{1}{2}}(1 + 0.7164t^2)} > 0.9963; \tag{26}
\]
\[
\int_0^1 \frac{2dt}{(t^4 + 1)^{1/2}(t^4 + 0.7164)} + \int_0^1 \frac{t^{3/2}dt}{(t^2 + 1)^{1/2}(1 + 0.7164t^2)} < 2.4499; \tag{27}
\]

\[
\frac{(t^2 + 1)^{1/2}}{t^2 + 0.15t + 1.06} > -0.3001t + 0.94; \tag{28}
\]

\[
\frac{(t^4 + 1)^{1/2}}{1 + 0.15t^2 + 1.06t^4} > -0.37t^2 + 1; \tag{29}
\]

\[
\frac{(t^2 + 0.1t + 1)^{1/2}}{t^2 + 0.7164} < -0.69t + 1.54; \tag{30}
\]

\[
\frac{(t^4 + 0.1t^2 + 1)^{1/2}}{1 + 0.7164t^4} < 1.003; \tag{31}
\]

\[
\int_0^1 \left[ \frac{(t^4 - 0.1t^2 + 1)^{1/2} - t^2(t^4 + 1)^{1/2}}{(t^2 - 0.1)^2 + 0.7164 + t^2(1 + 0.106t^4)} \right] (1 - t^2)dt < 0.764; \tag{32}
\]

\[
\int_0^1 \frac{-0.15 - t^2 + 0.7222(1 + t^2 + t^4)}{(1 + 0.106t^4)[(t^4 + 1)^{1/2}]}dt > 0.443; \tag{33}
\]

\[
\int_0^1 \left[ \frac{1}{t^4 + 1.06} + \frac{t^4}{1 + 0.106t^2} \right] \frac{dt}{(t^4 + 1)^{3/2}} \]

\[
- \int_0^1 \left[ \frac{t^2}{(t^2 - 0.0764)^2 + 0.7164 + (1 - 0.0764t^2)^2 + 0.7164t^4} \right] \frac{dt}{(t^4 - 0.1t^2 + 1)^{1/2}} > 0.3294; \tag{34}
\]

\[
\text{and} \quad \sqrt{1 - 0.1t + t^2} > 1 - 0.0946t + 0.473t^2. \tag{35}
\]

Now we prove the following lemma:
Lemma 8.4. Under the same hypothesis of Lemma 8.2, one has

\[ J_{1, \text{min}} := 0.7669 + 1.6981\lambda < J_1 < J_{1, \text{max}} := 0.9963 + 2.4499\lambda \quad \text{and} \quad (36) \]

\[ J_{2, \text{min}} < J_2 < J_{2, \text{max}}, \quad \text{where} \quad (37) \]

\[ J_{2, \text{min}} = -0.2 + (0.6002\lambda + 1.88)(1 - \lambda \frac{1}{2} \arctan \lambda^{-\frac{1}{2}}) + (0.74\lambda^{-1} + 2)\lambda^{-\frac{1}{2}} \arctan \lambda^{\frac{3}{2}} - 0.74\lambda^{-1} \quad (38) \]

and

\[ J_{2, \text{max}} = -0.46 + (1.38\lambda + 3.08)(1 - \lambda \frac{1}{2} \arctan \lambda^{-\frac{1}{2}}) + 2.006\lambda^{-\frac{3}{2}} \arctan \lambda^{\frac{3}{2}}. \quad (39) \]

Proof. By splitting the integration interval \((0, \infty)\) into \((0, 1] \cup [1, \infty)\) and applying appropriate changes of variable, we finally obtain

\[ J_1 = \int_0^1 \left\{ \frac{2(t^2 + \lambda)}{(t^4 - 2t^2 \sin \rho + 1)^{\frac{1}{2}}[(t^2 - b)^2 + a^2]} + \frac{t^2(1 + \lambda t)}{(t^2 - 2t \sin \rho + 1)^{\frac{1}{2}}[(1 - bt)^2 + a^2 t^2]} \right\} dt \tag{40} \]

and

\[ J_2 = \int_0^1 \left\{ \frac{[t(t^2 - 2t \sin \rho + 1)]^{\frac{1}{2}}}{(t + \lambda)[(t - b)^2 + a^2]} + \frac{2(t^4 - 2t^2 \sin \rho + 1)^{\frac{1}{2}}}{(1 + \lambda t^2)[(1 - bt)^2 + a^2 t^4]} \right\} dt. \tag{41} \]

From Lemma 8.2, it is not difficult to verify the following inequalities:

\[ J_1 > \int_0^1 \frac{2(t^2 + \lambda)}{(t^4 + 0.1t^2 + 1)^{\frac{1}{2}}(t^4 + 0.15t^2 + 1.06)} + \int_0^1 \frac{t^2(1 + \lambda t)}{(t^2 + 0.1t + 1)^{\frac{1}{2}}(1 + 0.15t + 1.06t^2)}; \]

\[ J_1 < \int_0^1 \frac{2(t^2 + \lambda)}{(t^4 + 1)^{\frac{1}{2}}(t^4 + 0.7164)} + \int_0^1 \frac{t^2(1 + \lambda t)}{(t^2 + 1)^{\frac{1}{2}}(1 + 0.7164t^2)}; \]
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\[ J_2 > \int_0^1 \frac{[t(t^2 + 1)]^{\frac{1}{2}}dt}{(t + \lambda)(t^2 + 0.15t + 1.06)} + \int_0^1 \frac{2(t^2 + 1)^{\frac{3}{2}}dt}{(1 + \lambda t^2)(1 + 0.15t^2 + 1.06t^4)} \]

and

\[ J_2 < \int_0^1 \frac{[t(t^2 + 0.1t + 1)]^{\frac{1}{2}}dt}{(t + \lambda)(t^2 + 0.7164)} + \int_0^1 \frac{2(t^4 + 0.1t^2 + 1)^{\frac{3}{2}}dt}{(1 + \lambda t^2)(1 + 0.7164t^4)} \]

Now (36) follows from Lemma 8.3. Regarding the inequalities involving \( J_2 \), after we simplify the integrands by Lemma 8.3, we finally obtain (37). \( \square \)

At this point we remark that the function \( c_3 \) has the disadvantage that \( \lambda_{\text{min}}, \lambda_{\text{max}}, b_{\text{min}}, b_{\text{max}}, J_{1,\text{min}}, J_{1,\text{max}}, J_{2,\text{min}} \) and \( J_{2,\text{max}} \) will evaluate it by upper and lower functions which do not depend on \( r \). Nevertheless, instead of working with \( c_3 \) we can work with \( \tilde{c}_3 \):

\[ \tilde{c}_3 := \frac{1}{r} \cdot \left( \frac{\pi - 2aJ_2}{2aJ_2 - \pi r} \right). \]

While \( c_1 \) establishes the equality between the residues at the Scherk-ends and \( c_3 \) the equality between the residue at \( z = -i\lambda \) and the length of the segment \( AB \), the function \( \tilde{c}_3 \) establishes the equality between the residue at \( z = x \) and the length of \( AB \). In our proof, it will be more convenient to work with \( \tilde{c}_3 \) because \( \lambda_{\text{min}}, b_{\text{min}}, b_{\text{max}}, J_{1,\text{min}}, J_{1,\text{max}}, J_{2,\text{min}} \) and \( J_{2,\text{max}} \) will minimise and maximise (42) by functions which still depend on \( r \). In fact we have

\[ \frac{2a_{\text{min}} J_{2,\text{min}} - \pi r}{\pi - 2a_{\text{min}} J_{1,\text{min}} r} < \frac{\tilde{c}_3^{-1}}{r} < \frac{2a_{\text{max}} J_{2,\text{max}} - \pi r}{\pi - 2a_{\text{max}} J_{1,\text{max}} r}. \]

Our problem is to find an \( r \) such that \( c_1 = c_2 = \tilde{c}_3 \). Regarding the equality \( c_1 = \tilde{c}_3 \), it is equivalent to

\[ \frac{2aJ_2 - \pi r}{\pi - 2aJ_1 r} = \frac{2a f(\lambda)}{(\lambda + b)^2 + a^2} - r. \]

By means of Lemmas 8.2 and 8.4, the complexity of (44) was reduced into four simpler inequalities handling (44) as if the functions there were independent of \( r \). In this case, we would have

\[ r = \frac{B \pm \sqrt{B^2 - 4J_1 C}}{2J_1}, \] where (45)
If one proves that $C$ is positive and
\[
\frac{B\lambda^{-1}}{2J_1} > r_0 = \frac{[y_0(y_0^2 + 2|\sin \rho|y_0 + 1)]^{1/2}}{y_0 + 1} \geq r,
\] (47)
then we have
\[
r = \frac{B - \sqrt{B^2 - 4J_1C}}{2J_1}.
\] (48)

Hence, (48) establishes the four vertexes of the dashed quadrilateral exemplified in Figure 10. These details will be fulfilled later. Now we are going to analyse the function $c_2$. For convenience of the reader, we rewrite it here:
\[
c_2 = \int_0^\infty (\lambda - t)dt f(t)(t + b)^2 + a^2 = \frac{I_1}{I_2}.
\] (49)

**Lemma 8.5.** Under the same hypothesis of Lemma 8.2, one has
\[
\lim_{\lambda \to \infty} \frac{\lambda^{3/2} I_2}{I_1} < 0.
\] (51)

**Proof.** Once again, by splitting the integration interval $(0, \infty)$ into $(0, 1] \cup [1, \infty)$ and applying appropriate changes of variable, we finally obtain
\[
I_1 = 2\lambda^{3/2} \int_0^1 \left[ \frac{(\lambda^2 t^4 + 2\lambda t^2 \sin \rho + 1)^{-1/2}}{(\lambda t^2 + b)^2 + a^2} - \frac{t^2(t^4 + 2\lambda t^2 \sin \rho + \lambda^2)^{-1/2}}{(\lambda + bt^2)^2 + a^2} \right] (1 - t^2)dt
\] (52)
and
\[
I_2 = 2\sqrt{\lambda} \int_0^1 \left[ \frac{(t^4 + 2\lambda t^2 \sin \rho + \lambda^2)^{1/2}}{(\lambda + bt^2)^2 + a^2} - \frac{t^2(t^4 + 2\lambda t^2 \sin \rho + 1)^{1/2}}{(\lambda t^2 + b)^2 + a^2} \right] \frac{dt}{(1 - t^2)}.
\] (53)
From (52) and Lemma 8.3 one easily computes

\[ I_1|_{\lambda=1} < 2 \int_0^1 \left[ \frac{(t^4 - 0.1t^2 + 1)^{-\frac{1}{2}}}{1 + 1.06t^4} - \frac{t^2(t^4 + 1)^{-\frac{1}{2}}}{1 + 1.06t^4} \right] \left( 1 - t^2 \right) dt < 1.528. \]  

(54)

From (53) we have

\[ I_2|_{\lambda=1} = 2 \int_0^1 \frac{[(2b - 1)t^2 + |x[2^2(1 + t^2 + t^4)](t^4 + 2t^2 \sin \rho + 1)^{\frac{1}{2}}}{(1 + bt^2)^2 + a^2t^4}[(t^2 + b)^2 + a^2] \]  

hence

\[ I_2|_{\lambda=1} > 2 \int_0^1 \frac{[-0.15 - t^2 + 0.7222(1 + t^2 + t^4)](t^4 - 0.1t^2 + 1)^{\frac{1}{2}}}{[1 + 1.06t^4][t^4 + 1.06]} \]  

(55)

By Lemma 8.3, \( I_2|_{\lambda=1} > 0.886 \). Thus (50) follows immediately from (54), (55) and the fact that \( I_1|_{\lambda=1} \) is positive, which will be proved soon. Regarding (51), from (49) it is immediate to conclude that

\[ \liminf_{\lambda \to \infty} \lambda^{-1}I_1 \geq \int_0^\infty \frac{[t^2 + 1.06]^{-1}}{f(t)} dt. \]  

(56)

Moreover, from (53) it is not difficult to get

\[ \lim_{\lambda \to \infty} \lambda^{3/2}I_2 = (- \sin \rho + 4b|_{\lambda=\infty}) \int_0^1 (1 + t^{-2}) dt = -\infty, \]  

(57)

because \( b|_{\lambda=\infty} = -\infty \). This fact can be verified in (4). If one fixes \( r \) and \( \rho \), (4) will hold for \( \lambda \to \infty \) only if the imaginary part of \( x \) also diverges to \( -\infty \). Moreover, this must be at rate \( \lambda^{2/3} \), so \( b = O(\lambda^{2/3}) \) for very big \( \lambda \). Hence, (51) follows straightforwardly from (56) and (57).

The proof of Lemma 8.5 will be complete if we show that \( I_1|_{\lambda=1} \) is positive. This follows from Lemma 8.6 in the sequence, a stronger result of particular interest.

\[ \square \]

**Lemma 8.6.** Under the same hypothesis of Lemma 8.2, \( I_1 \) remains positive with \( r \) in the interval \( (0, r_0/\lambda) \), for any \((\sin \rho, \lambda) \in [-0.01, 0] \times [1, \infty)\).

**Proof.** First of all, we use (49) to see that

\[ I_1 = \lambda \int_0^\infty \frac{dt}{f(t)[(1+b)^2 + a^2]} - \int_0^\infty \frac{t dt}{f(t)[(1+b)^2 + a^2]}, \]  

(58)

By splitting the integration interval \((0, \infty)\) into \((0, 1) \cup [1, \infty)\) and applying the changes \( t \to t^2 \) and \( t \to t^{-2} \) respectively, we finally obtain

\[ \frac{I_1}{2} = \lambda \int_0^1 \left[ \frac{1}{t^2 + b^2 + a^2} + \frac{t^4}{(1+bt^2)^2 + a^2t^4} \right] \frac{t dt}{f(t)} \]  

\[ - \int_0^1 \left[ \frac{t^2}{t^2 + b^2 + a^2} + \frac{t^2}{(1+bt^2)^2 + a^2t^4} \right] \frac{t dt}{f(t^2)}. \]  

(59)
Let us analyse (59) at $\lambda = 1$. By taking $\hat{t} = t^2$, the first integrand of (59) will be bigger than the second if $[(\hat{t} + b)^2 + a^2]^{-1} > \hat{t}[(1 + b\hat{t})^2 + a^2\hat{t}^2]^{-1}$, or equivalently, $\hat{t}^3 + (a^2 + b^2 - 2b)(\hat{t} - \hat{t}^2) - 1 < 0$. Right after the proof of Lemma 8.1 we had $y = r^2 - 2(b - \sin \rho)$ and $a^2 + b^2 = \lambda^2 r^2 / y$. But Lemma 8.1(b) implies that $y \geq r^2$, and so $a^2 + b^2 \leq 1$ at $\lambda = 1$. Moreover, $-2b \leq 2\lambda = 2$. Therefore, $\hat{t}^3 + (a^2 + b^2 - 2b)(\hat{t} - \hat{t}^2) - 1 \leq \hat{t}^3 + 3(\hat{t} - \hat{t}^2) - 1$, which is indeed negative for $\hat{t} \in (0, 1)$. This means, at $\lambda = 1$ the first integrand of (59) is in fact bigger than the second for any $t \in (0, 1)$. Therefore, $I_{1|\lambda=1}$ is positive. Moreover, from Lemma 8.2 and (59) we have

$$I_{1|\lambda=1} > 0.6588$$

by Lemma 8.3. Since the right-hand side of (60) is increasing with $\lambda$, it follows the assertion of Lemma 8.6.

Before we conclude this section, there are two important limits which will be used soon. We recall (38) and compute

$$\lim_{\lambda \to \infty} \lambda^{\frac{1}{2}} \cdot J_{2, \text{min}} = \pi. \quad (61)$$

Now observe that

$$1 - \lambda^{\frac{1}{2}} \arctan \lambda^{-\frac{1}{2}} = \frac{\lambda^{-1}}{3} - \frac{\lambda^{-2}}{5} + \frac{\lambda^{-3}}{7} - \ldots$$

From (39) it follows that

$$\lim_{\lambda \to \infty} \lambda^{\frac{1}{2}} \cdot J_{2, \text{max}} = 1.003 \pi. \quad (62)$$

In the next section we finally solve the period problems for the SC surfaces.

9. Solution of the period problems

Let us call $Q$ the dashed quadrilateral represented in Figure 10. It is determined by the graphs of $rc_c$ and $rc_{c'}$, and these functions correspond to the upper and lower estimates in (22) and (43), respectively. The following pictures suggest that $rc_c$ passes through $Q$ as $\lambda$ varies from 1 to $\infty$. 

...
Our final strategy is to prove the consistency of Figure 11. Without entering into details, one sees that Figure 11(a) is true if
\[ r c_2 < \max\{r c_1^*, r \tilde{c}_3^*\}, \quad \text{for} \quad r \in (0, r_0/\lambda), \tag{63} \]
where \( r_0 \leq 0.3808 \). From (22) and (23) one sees that (63) will be true if
\[ \frac{2a_{\max} f(\lambda)}{(\lambda + b_{\min})^2 + a_{\min}^2} r - r^2 < \frac{I_2}{I_1}. \tag{64} \]

Now we apply Lemmas 8.2 and 8.5 to conclude that (64) holds for \( \lambda = 1 \) and any \( r \). But since Lemma 8.2 is being used throughout this work, we must always take \( r \in (0, r_0/\lambda) \). This will complete the first step of our proof. The second step deals with \( \lambda = \infty \). For technical reasons, we have introduced the variable \( \mathcal{R} = \lambda r \in (0, r_0) \) in order to not degenerate the interval. By using Lemma 8.2 and Equations (22), (36), (43), (61) and (62), one easily concludes that
\[ 1.6928 < \lambda \frac{\frac{1}{2} c_1^{-1} \mid_{\lambda=\infty}}{r} < 2.06 \tag{65} \]
and
\[ \frac{1.6928 \pi}{\pi - 2.874 \mathcal{R}} < \lambda \frac{\frac{1}{2} \tilde{c}_3^{-1} \mid_{\lambda=\infty}}{r} < \frac{2.07 \pi}{\pi - 5.05 \mathcal{R}}. \tag{66} \]

From (65) and (66) we see that the quadrilateral \( Q \) will degenerate for \( \lambda \) big enough, but we still can prove that the graphs of \((rc_1)^{-1}\) and \((r\tilde{c}_3)^{-1}\) will always cross. This task is fulfilled later (see Lemma 9.2), and together with \((rc_2)^{-1}\mid_{\lambda=\infty} < 0\) (from Lemma 8.5), the period problems will be finally solved. But before going ahead, there are three main questions to be answered:

(a) Does \((r\tilde{c}_3)^{-1}\) and \((rc_2)^{-1}\) remain finite for all \((\sin \rho, \lambda) \in [-0.01, 0] \times [1, \infty)\) and \( \mathcal{R} \in (0, r_0) \)?

![Fig. 11. Graphs of rc1, rc2 and \( r\tilde{c}_3 \) for \( \sin \rho = -0.05 \) and (a) \( \lambda = 1.3 \); (b) \( \lambda = 100 \)](image)
(b) Does \((rc_1)^{-1}\) remain positive at all crossings?

(c) Let \((\lambda^*(\rho), r^*(\rho))\) be the points at which \(c^*(\rho) := c_1 = c_2 = c_3\). Can we guarantee that \(0 < r^*\sqrt{c^*} \leq 1\)?

Condition (c) will avoid intersections at the Scherk-ends. The following lemma will give positive answers to all these questions:

**Lemma 9.1.** Under the same hypothesis of Lemma 8.2 we have both \((rc_3)^{-1}\) and \((rc_2)^{-1}\) finite, and \(0 < r^2c_1 < 1\) for all \((R, \sin \rho, \lambda) \in (0, r_0) \times [-0.01, 0] \times [1, \infty)\).

**Proof.** Consider (22) and define

\[
\tilde{r} := \frac{2a_{\min} f(\lambda)}{\lambda^2 + a_{\max}^2}. \tag{67}
\]

It is not difficult to prove that the function \(\lambda^{1/2}\tilde{r}\) is increasing with \(\lambda\) and \(\lambda^{1/2}\tilde{r}|_{\lambda=\infty} = 2a_{\min} = 1.6928\). Moreover, \(\tilde{r}|_{\lambda=1} \geq 1.132 > 0.3808 \geq r_0\). Because of this, \((rc_1)^{-1}\) will remain positive with \(r\) in the interval \((0, \lambda^{-1}r_0)\), for any \((\sin \rho, \lambda) \in [-0.01, 0] \times [1, \infty)\).

From (43) we see that \((rc_3)^{-1}\) will remain finite whenever

\[
r < (2a_{\max} J_{1,max})^{-1}\pi. \tag{68}
\]

By recalling (36), (68) will be true if \(\lambda r < 0.4425\). Hence, the condition \(\lambda r < r_0\) will satisfy (68) as well. Regarding \((rc_2)^{-1}\), from (49) it will be finite if \(I_1 \neq 0\), which is exactly the assertion of Lemma 8.6.

It remains to prove that \(r^2c_1 < 1\). From (22) we shall have \(r^2c_1 < 1\) providing

\[
r < \frac{2a_{\min} f(\lambda)}{\lambda^2 + a_{\max}^2} - r, \tag{69}
\]

which will be satisfied if

\[
\lambda r < \frac{a_{\min} f(1)}{1 + a_{\max}^2} = 0.566 \quad \forall (\sin \rho, \lambda). \tag{70}
\]

Therefore, \(\lambda r < r_0\) will imply (70) and consequently \(r^2c_1 < 1\). \(\Box\)

Now we prove the following important result:

**Lemma 9.2.** At \(R = 0\) one has \(rc_1 < r\tilde{c}_3\), and at \(R = r_0\) we have \(rc_1 > r\tilde{c}_3\).

**Proof.** First of all, consider (44) and notice that the inequality \(rc_1|_{R=0} < r\tilde{c}_3|_{R=0}\) is equivalent to

\[
\frac{2af(\lambda)}{\lambda^2 + a^2}|_{r=0} > \frac{2a J_2}{\pi}|_{r=0}. \tag{71}
\]
At \( r = 0 \) we have \((a, b) = (\cos \rho, \sin \rho)\), hence (71) is equivalent to
\[
\frac{\pi}{2} \cdot \frac{f(\lambda)}{\lambda^2 + \cos^2 \rho} > \int_0^1 \left[ \frac{t^2}{t^2 + \lambda} + \frac{1}{1 + \lambda t^2} \right] \frac{dt}{(r^4 - 2r^2 \sin \rho + 1)^{\frac{1}{2}}}. \tag{72}
\]
By using the inequalities for \( t \in (0, 1) \)
\[
\frac{t^2}{(1 + t^4)^{\frac{1}{2}}} < \sqrt{\frac{2}{\pi}} t \quad \text{and} \quad \frac{1}{(1 + t^4)^{\frac{1}{2}}} < \left( \frac{\sqrt{2}}{2} - 1 \right) t^4 + 1,
\]
we simplify the integrals in (72) and conclude that it will hold if
\[
\frac{\pi \sqrt{1 - 0.1\lambda^{-1} + \lambda^{-2}}}{2(1 + \lambda^{-2})} > \frac{\sqrt{2}}{4} \lambda \cdot \ln(1 + \lambda^{-1}) + \left[ \left( \frac{\sqrt{2}}{2} - 1 \right) \lambda^{-2} + 1 \right] \arctan \lambda^{\frac{1}{2}}
+ \left( 1 - \frac{\sqrt{2}}{2} \right) \lambda^{-\frac{1}{2}} \left( \lambda^{-1} - \frac{1}{3} \right). \tag{73}
\]
By setting \( \Lambda := \lambda^{-1/2} \) and using Lemma 8.3, one sees that (73) will be true if
\[
\frac{\pi(1 - 0.9466\Lambda^2 + 0.473\Lambda^4)}{2(1 + \Lambda^4)} > \frac{\sqrt{2}}{4} \ln(1 + \Lambda^2)
+ \left( \frac{\sqrt{2}}{2} - 1 \right) \Lambda^4 + \frac{1}{\Lambda} + \left( \frac{\sqrt{2}}{2} - 1 \right) \Lambda \left( \frac{1}{3} - \Lambda^2 \right). \tag{74}
\]
Since \( \ln(1 + \Lambda^2) < \Lambda^2 - \Lambda^4/4 + \Lambda^6/3 \) and 4 \( \arctan \Lambda^{-1} < \pi (2 - \Lambda) \), (74) will hold providing
\[
\left[ 3\pi \left( \sqrt{2} - 2 \right) - 2\sqrt{2} \right] \frac{\Lambda^8}{24} + \frac{\pi}{4} \left( 2 - \sqrt{2} \right) \Lambda^7 + \left( \frac{5\sqrt{2}}{8} - 1 \right) \Lambda^6
+ \left( \frac{\pi \sqrt{2}}{8} - \frac{\sqrt{2}}{2} + \frac{1}{3} \right) \Lambda^4 + \frac{\pi}{4} \left( 0.946 - \sqrt{2} \right) \Lambda^3
+ \left( \frac{5\sqrt{2}}{8} - 1 \right) \Lambda^2 - 0.0473\pi \Lambda + \frac{1}{3} + \frac{\pi}{4} \frac{5\sqrt{2}}{12} > 0. \tag{75}
\]
Now (75) will be valid if
\[
F_1 := -0.348\Lambda^8 + 0.46\Lambda^7 - 0.12\Lambda^6 + 0.181\Lambda^4
- 0.368\Lambda^3 - 0.12\Lambda^2 - 0.15\Lambda + 0.465 > 0, \tag{76}
\]
and since \( F_2 := [F_1/(1 - \Lambda) - 0.465]/\Lambda = 0.348\Lambda^6 - 0.112\Lambda^5 + 0.008\Lambda^4 + 0.008\Lambda^3 - 0.173\Lambda^2 + 0.195\Lambda + 0.315 \), we can simply verify whether \( F_2 \) is positive in \([0, 1]\). But this comes directly from \( 0.112 < 0.195 \) and \( 0.173 < 0.315 \).
We have just established the first inequality of Lemma 9.2. Now we deal with the second and fulfil the details briefly explained in (44)-(48). From (21) and (42), we recall (44) and observe that \( r c_1|_{\mathbb{R} = r_0} > r \hat{c}_3|_{\mathbb{R} = r_0} \) if

\[
\frac{2aJ_2 - \pi r}{\pi - 2aJ_1 r r = \frac{a}{2}} - \frac{2af(\lambda)}{(\lambda + b)^2 + a^2} - r|_{r = \frac{a}{2}}.
\] (77)

Condition (77) only makes sense for a non-zero denominator at its left-hand side. But \( \pi - 2aJ_1 r > \pi - 2a_{\text{max}} J_{1, \text{max}} r \), and (36) implies

\[
\frac{\pi}{2a_{\text{max}}(0.9963\lambda^{-1} + 2.4499)} \geq 0.4425 > r_0.
\] (78)

Hence, (78) allows us to work with (77). Now fix \( r = r_0/\lambda \) and observe that (77) will hold if

\[
\frac{2aJ_2 - \pi r}{\pi - 2aJ_1 r} > \frac{2af(\lambda)}{(\lambda + b)^2 + a^2} - r,
\]
or equivalently

\[
(J_2 - J_{1, \text{min}} r^2)[(\lambda + b)^2 + a^2] > [\pi - 2aJ_{1, \text{min}} r] f(\lambda),
\]
which in turn will be valid providing

\[
(J_{2, \text{min}} - J_{1, \text{min}} r^2)[(\lambda + b_{\text{min}})^2 + a_{\text{min}}^2] > [\pi - 2a_{\text{min}} J_{1, \text{min}} r] \sqrt{\lambda(\lambda^2 + 1)}.
\] (79)

According to the remark at Lemma 8.2, we might have been using \( |x|_{\text{min}}^2 = 0.72 \), \( a_{\text{min}} = 0.849 \) and \( b_{\text{min}} = -0.0375 \). Moreover, \( 0.38 < r_0 < 0.3808 \). Therefore, at \( \lambda = 1 \) the left- and right-hand sides of (79) take the approximate values 2.19 and 2.28, respectively. Hence (79) holds at \( \lambda = 1 \). We recall \( \Lambda = \lambda^{-1/2} \) and observe the following inequalities, valid for \( \Lambda \in (0, 1) \):

\[
4 \arctan \Lambda^{-1} > \Lambda^2 - 4\Lambda + 3 + \pi,
\]

arctan \( \Lambda < (\pi/4 - 2/3)\Lambda^4 - \Lambda^3/3 + \Lambda \) and

\[
32\sqrt{1 + \Lambda^4} < \sqrt{2}(23 + 10\Lambda^4 - \Lambda^8).
\] (80)

One easily verifies (80) by taking derivatives and handling polynomials with roots in \( \mathbb{R} \setminus (0, 1) \). Consider (36), (38), (79) and (80). Since \( 0.38^2 < r_0^2 < 0.145 \), one sees that (79) will hold providing

\[
\begin{align*}
&\{-0.145\Lambda^2(0.7669\Lambda^2 + 1.6981) - 0.2 - 0.74\Lambda^2 \\
&\quad + \frac{\Lambda}{4}(\Lambda^2 - 4\Lambda + 3 + \pi)(2 + 0.74\Lambda^2) - (0.6002 + 1.88\Lambda^2) \\
&\quad \times [(\pi/4 - 2/3)\Lambda - 1/3])(\Lambda^{-4} - 0.075\Lambda^{-2} + 0.72) \\
&\quad > \frac{\sqrt{2}}{32}\Lambda^{-3}[\pi - 0.64524(0.7669\Lambda^2 + 1.6981)](23 + 10\Lambda^4 - \Lambda^8).
\end{align*}
\] (81)
After rearranging terms in (81) we see that it will hold if
\[
F_3 := -0.022 \Lambda^{10} + 0.22 \Lambda^8 - 0.615 \Lambda^7 + 1.225 \Lambda^6 - 1.641 \Lambda^5 + 1.34 \Lambda^4 - 0.675 \Lambda^3 + 1.69 \Lambda^2 - 2.36 \Lambda + 0.9199 > 0,
\]
which in its turn will be valid providing \(F_4 := F_3 - 0.022(\Lambda^8 - \Lambda^{10}) - 0.0039 > 0\). But \(F_4 = F_3(\Lambda - 0.786)^2 + F_6\), with \(F_6 > 0\) in \((0, 1)\) and \(F_3 > F_7 := 0.198 \Lambda^6 - 0.304 \Lambda^5 + 0.6 \Lambda^4 - 0.5 \Lambda^3 + 0.2 \Lambda^2 - 0.05 \Lambda + 1.48\). Since \(1.48 > 0.05 + 0.5 + 0.304\), then \(F_7\) is positive in \([0, 1]\). Therefore, (77) holds for any \(\lambda \in [1, \infty)\) and consequently \(rc_1 > r \tilde{c}_3\) at \(R = r_0\).

Now we are ready to prove Proposition 7.1. For convenience of the reader, we restate it here as

**Proposition 9.1.** For any \(\rho \in [-0.01, 0]\) there exists a point \((\lambda^*, r^*) \in (1, \infty) \times (0, r_0)\) at which the values of \(c^2\) in (9) and (15) are positive and coincide simultaneously \((c_1 = c_2 = c_3)\).

**Proof.** Lemmas 9.1 and 9.2 guarantee the existence of a curve \(\beta : [0, 1) \rightarrow [1, \infty) \times [0, r_0]\), given by \(\beta(s) = (\lambda(s), \mathcal{R}(s))\), such that \(c_1(\rho, \lambda(s), \mathcal{R}(s)) = \tilde{c}_3(\rho, \lambda(s), \mathcal{R}(s))\) for any \(s \in [0, 1]\), with fixed \(\sin \rho \in [-0.01, 0]\). This drops the number of free parameters from three to two, namely from \(r, \lambda, \rho\) to only \(s\) and \(\rho\). Moreover, if \(\mathcal{C} := \beta([0, 1)) \subset [1, \infty) \times [0, r_0]\) then \(c_1|_\mathcal{C} > 0\) by Lemma 9.1.

As we briefly discussed at the beginning of this section, Lemmas 8.2 and 8.5 assure that the inequality
\[
\frac{2a_{\text{max}} f(\lambda)}{(\lambda + b_{\text{min}})^2 + a_{\text{min}}^2} r - r^2 < \frac{I_2}{I_1}
\]
holds for \(\lambda = 1\) and \(r \in (0, r_0)\). Since (82) implies
\[
(rc_2)^{-1} > (rc_1)^{-1} \geq (rc_1)^{-1} \quad \text{for} \quad \lambda = 1 \quad \text{and} \quad r \in (0, r_0),
\]
we have that
\[
(rc_2)^{-1}|_{\beta(0)} > (rc_1)^{-1}|_{\beta(0)}.
\]

Equation (83) is valid because \(\beta(0) = (\lambda(0), \mathcal{R}(0)) = (1, \mathcal{R}(0))\). We cannot guarantee that \(\lim s_n(\lambda(s)) = \infty\), but of course there is a sequence \(\{s_n\}_{n \in \mathbb{N}} \subset [0, 1)\) with \(\lim s_n = 1\) and \(\lim \lambda(s_n) = \infty\) (see Figure 12).

From Lemma 8.5, there exists \(m \in \mathbb{N}\) such that
\[
(rc_2)^{-1}|_{\beta(s_m)} \leq 0 < (rc_1)^{-1}|_{\beta(s_m)}.
\]

Now, (83) and (84) imply the existence of an \(s^* \in [0, 1)\) such that \(c_2|_{\beta(s^*)} = c_1|_{\beta(s^*)}\). Since \(c_1|_{\beta(s^*)} = \tilde{c}_3|_{\beta(s^*)}\) and \(c_1\) is positive, there exists \((\lambda^*, r^*) = (\lambda(s^*), \mathcal{R}(s^*)/\lambda(s^*))\) such that \(c_1 = c_2 = \tilde{c}_3\). The equality \(c_1 = \tilde{c}_3\) implies \(c_1 = c_3\). We can define \(c^*(\rho) := c_1 = c_2 = c_3\), where \(r^*, \sqrt{c^*(\rho)} \in (0, 1)\) by Lemma 9.1. This value depends only on \(\rho \in [-0.01, 0]\). 
\(\Box\)
Now we have demonstrated items (a), (b) and (c) from Theorem 1.1. The next and last section deals with item (d), which will finally conclude our work.

10. The embeddedness of the Scherk-Costa surfaces

This final section is devoted to the proof that the SC surfaces are embedded. In order to do this, we shall use a technique similar to that one developed in [RB4], or in [FM], where the authors obtained a new embeddedness proof for the Hoffman-Karcher-Wei singly periodic genus-one helicoid (see [HKW]). We shall construct a continuous one-parameter family of minimal surfaces with boundary, starting at an “open half-Costa surface” (see Figure 2(b)) and ending at a fundamental piece of our surface contained in the upper half-space. We proceed as follows.

For each \( s \in [0, 1) \) define \( r(s) := r^*(1 - s), \rho(s) := \rho^*(1 - s) \) and \( \lambda(s) := \lambda^*(1 - s) + \frac{s}{[2r(s)\mu]^\frac{2}{3}} \), where \( r^*, \rho^* \) and \( \lambda^* \) are the parameters that close the period problem for one of our surfaces. We take \( x(s) \) given by (4) and

\[
c(s) := \begin{cases} \min\{c_1(s), c_2(s)\} & \text{if } c_2(s) > 0, \\ c_1(s) & \text{if } c_2(s) < 0, \end{cases}
\]

where \( c_1(s) \) and \( c_2(s) \) are defined by (9) and the first equation of (15), respectively.

Let \( T_s \) be the torus with algebraic equation \( z^2 = -i \left( z - e^{\rho(s)} \right) \left( z + e^{-\rho(s)} \right) \).

Consider the twice punctured disk in \( T_s \),

\[
M_s = z^{-1} (\{ \zeta \in \mathbb{C} : \text{Re}(\zeta) > 0 \} \setminus \{ x \}),
\]

![Fig. 12. A scheme of the curve \( C = \beta([0, 1]) \in (0, r_0) \times [1, \infty) \)]
represented in Figure 13. On $M_s$ we have the Weierstrass data given by (2) and (3):

$$g_s = c(s)\sqrt{-iz(z - e^{i\rho(s)})(z + e^{-i\rho(s)})},$$

$$d\hbar_s = \frac{dz}{(z - x(s))(z + x(s))}.$$  

These meromorphic data define a conformal, minimal, multi-valued immersion $X_s$ of $M_s$ into $\mathbb{R}^3$. Namely, they define a conformal minimal immersion $\tilde{X}_s: \tilde{M}_s \to \mathbb{R}^3$, where $\tilde{M}_s$ is the universal covering of $M_s$. The surface $\tilde{X}_s(\tilde{M}_s)$ is invariant under a horizontal translation corresponding to the period $\vec{p}_s$ associated to the end $x(s)$.

As a matter of fact, there are intermediate coverings $\tilde{\pi}: \tilde{M}_s \to \tilde{\tilde{M}}_s$ and $\tilde{\tilde{\pi}}: \tilde{\tilde{M}}_s \to M_s$ such that $\tilde{\tilde{\pi}} \circ \tilde{\pi}$ is universal, and $X_s \circ \tilde{\pi}$ is already univalent. To describe $\tilde{\pi}$, take a loop $L$ in $M_s$ which bounds a disk containing $x(s)_+$ and $x(s)_-$, now $[\langle L \rangle]$ is an infinite cyclic subgroup of $\pi_1(M_s)$ and from [B, §III.8] we have a conformal covering $\tilde{\pi}: \tilde{M}_s \to M_s$, where $\tilde{M}_s$ is a Riemann surface with a freely acting infinite cyclic group $P$ of automorphisms. The group $P$ is completely determined by $\langle L \rangle$. Moreover, $M_s = \tilde{M}_s/P$.

Let $\tilde{X}_s: \tilde{M}_s \to \mathbb{R}^3$ be the univalent conformal minimal immersion. From (7) we know that $\tilde{p}_{s}(\tilde{X}_s) = (0, k_2(s), 0)$. Taking the definition of $c(s)$ into account one has:

(a) there are no contact between the straight half-lines of $\partial \tilde{X}_s(\tilde{M}_s)$, except for $A = A'$ when $c(s) = c_2(s)$, as illustrated in Figure 14;

(b) the period $\tilde{p}_{\lambda(s)}$ is longer than (or equal to) the period $\tilde{p}_{c(s)}$ associated to $-i\lambda$ (see Figure 14).

Our first step will consist of studying the behaviour of the Gauss map as $s \to 1$. This is the purpose of the following lemma:

**Lemma 10.1.** There exist real numbers $\kappa > 0$ and $s_0 \in (0, 1)$ such that, for any $s \in (s_0, 1)$

![Fig. 13. The sets $\Omega_i$, $i = 1, 2, 3$](image-url)
(i) $|g_s| < 1$ in $z^{-1}(D(1, 1/\kappa))$ and
(ii) $|g_s| > 1$ in $z^{-1}((\xi \in \mathbb{C} : \text{Re}(\xi) \geq 0, \text{Im}(\xi) < -\kappa})$.

**Proof.** Note that $\lim_{s \to 1} x(s) = 1$. Hence, it is not hard to see that $\lim_{s \to 1} \lambda^2(s) = 2\mu^2$.

Moreover, it is clear that $g^2_s$ can be viewed as a function on the $z$-plane. We then have a family of meromorphic functions $\{g^2_s\}_{s \in [0, 1)}$ on $\mathbb{C}$ which converges for $s \to 1$ uniformly on compact sets of $\mathbb{C}$ to $g^2_0 = 2i\mu^2(z^2 - 1)$. Hence, if $\kappa$ is big enough and $s_0$ is sufficiently close to 1, then (i) and (ii) will hold. $\square$

Take a set of Cartesian co-ordinates in $\mathbb{R}^3$ such that the symmetry of $\tilde{X}_s(\tilde{M}_s)$ induced by the elliptic involution $(z, w) \mapsto (z, -w)$ coincides with the $180^\circ$ rotation about the $x_3$-axis. Given $R > 0$, we define in $\mathbb{R}^3$ the set $B_R := \bigcup_{n \in \mathbb{Z}} B(n \cdot \vec{p}(x(s)), R)$.

**Lemma 10.2.** There exist $R_0 > 0$ and $s_1 \in (0, 1)$ such that $\tilde{X}_s(\tilde{M}_s) \setminus B_{R_0}$ is embedded, $\forall s \in (s_1, 1)$.

**Proof.** As our family of minimal disks converges in compact sets of $\mathbb{R}^3$ to an open Costa surface, then we can assume that $\tilde{\pi} \left( \tilde{X}_s^{-1} \left( \tilde{X}_s(\tilde{M}_s) \setminus \overline{B_R} \right) \right)$ has exactly three connected components $\Omega_1, \Omega_2,$ and $\Omega_3$. The set $\Omega_1$ contains the ends $x_+$ and $x_-$, $\Omega_2$ contains the horizontal end $i\lambda_+$, and $\Omega_3$ contains $i\lambda_-$. We write $\tilde{\Omega}_k = \tilde{\pi}^{-1}(\Omega_k)$, $k = 1, 2, 3$. Our purpose is to prove that the $\tilde{X}_s(\tilde{\Omega}_k)$ are disjoint graphs on the $(x_1, x_2)$-plane.

We first consider $\Omega_1$. Let $\kappa > 0$ as in Lemma 10.1 and take $s_1 > s_0$. If $s_1$ is close enough to 1, we can assume that $\Omega_1 \subset z^{-1}(D(1, 1/\kappa))$. Using once again the fact that our family converges in each $\overline{B_R}$ to an open Costa surface, then we guarantee (for $s_1$ close to 1 and $R$ sufficiently large) that $\tilde{X}_s(\partial \tilde{\Omega}_1)$ is a set
of pairwise disjoint Jordan curves. Only one of these curves intersects the plane \( \{ x_2 = 0 \} \), and in exactly two points: \( P_\pm = (-k_1, 0, k_3) \) and \( P_+ = (k_1, 0, k_3) \), \( k_1, k_3 > 0 \). We want to study the set \( \mathcal{G} = \mathcal{X}(\tilde{\Omega}_1) \cap \{ x_2 = 0 \} \). It is known from [Ch] that this intersection is a set of analytic curves. Regarding \( \mathcal{G} \), we can say that:

(a) Only one curve of \( \mathcal{G} \) arrives at \( P_- \) and only another one at \( P_+ \). Furthermore the slope of these curves is negative at \( P_- \) and positive at \( P_+ \). This is also a consequence of the convergence of our surfaces to the open Costa surface.

(b) The curves in \( \mathcal{G} \) must diverge to the upper Scherk ends \( x_+ \) and \( x_- \), since the immersion is proper. Moreover, there is only one curve in \( \mathcal{G} \) diverging to each end (the ends are embedded).

(c) All curves in \( \mathcal{G} \) are graphs over the \( x_1 \)-axis, because of Lemma 10.1 and the fact that \( \Omega_1 \subset z^{-1}(D(1, 1/k)) \). In particular, there are no compact curves in \( \mathcal{G} \).

These properties imply that \( \mathcal{G} \) consists of two curves, \( \mathcal{G}_- \) and \( \mathcal{G}_+ \). The curve \( \mathcal{G}_- \) starts at \( P_- \) and diverges in the negative \( x_1 \)-axis direction. It happens the analogous to \( \mathcal{G}_+ \). In particular, we have proved that the third projection \( p_1 |_{\tilde{\Omega}_1} \) is not onto. From our assumptions, we know that \( p_3(\partial \tilde{\Omega}_1) \) is a sequence of Jordan curves \( \{ \gamma_j \}_{j \in \mathbb{Z}} \) in the \((x_1, x_2)\)-plane satisfying \( \gamma_{j+1} = \gamma_j + \hat{\beta}_{x(s)} \), for any \( j \in \mathbb{Z} \). Now define

\[
U_1 := \bigcup_{j \in \mathbb{Z}} \text{Int}(\gamma_j), \quad U_2 := \bigcap_{j \in \mathbb{Z}} \text{Ext}(\gamma_j),
\]

where \( \text{Int}(\gamma_j) \) and \( \text{Ext}(\gamma_j) \) are the interior and exterior of \( \gamma_j \), respectively.

Since \( |g_2| < 1 \) in \( \tilde{\Omega}_1 \), then \( p_3|_{\tilde{\Omega}_1} : \tilde{\Omega}_1 \to \{ x_3 = 0 \} \) is a local diffeomorphism. Hence \( p_3(\tilde{\Omega}_1) \) is an open subset of the plane \( \{ x_3 = 0 \} \). Moreover, \( p_3|_{\tilde{\Omega}_1} \) is proper. Then \( p_3(\tilde{\Omega}_1) \) is closed in \( \{ x_3 = 0 \} \setminus p_3(\partial \tilde{\Omega}_1) \). Therefore, either \( U_1 \subset p_3(\tilde{\Omega}_1) \) or \( U_1 \cap p_3(\tilde{\Omega}_1) = \emptyset \). But \( p_3|_{\tilde{\Omega}_1} \) is not onto, so \( p_3(\tilde{\Omega}_1) = U_2 \). This implies that \( p_3|_{\tilde{\Omega}_1} : \tilde{\Omega}_1 \to U_2 \) is a covering map. Since \( p_3|_{\tilde{\Omega}_1} \) is one-to-one at the ends, then \( p_3|_{\tilde{\Omega}_1} \) is a diffeomorphism, namely \( \tilde{\Omega}_1 \) is a graph.

In order to prove that \( \tilde{\Omega}_2 \) and \( \tilde{\Omega}_3 \) are graphs one proceeds in a similar way as for \( \tilde{\Omega}_1 \), but now uses \( (ii) \) in Lemma 10.1 and applies similar arguments about covering maps. \( \square \)

**Lemma 10.3.** There exists \( s_2 \in (0, 1) \) such that \( \tilde{X}_x : \tilde{M}_s \to \mathbb{R}^3 \) is an embedding, for all \( s \in (s_2, 1) \).

**Proof.** By using Lemma 10.2 we have obtained a radius \( R_0 > 0 \) and an interval \( (s_1, 1) \) such that \( \mathcal{X}_x(\tilde{M}_s) \setminus \overline{B}_R \) is embedded. In the balls \( B(n \cdot \tilde{p}(x(s)), R_0), n \in \mathbb{Z} \), \( \tilde{X}_x \) converges uniformly to an open half-Costa surface. Thus we can use the interior maximum principle from [Sn] and get \( s_2 \in (0, 1) \) with \( \tilde{X}_x \) an embedding for all \( s \in (s_2, 1) \). \( \square \)

At this point we can prove the main result of this last section.
Theorem 10.1. Consider $\rho \in [-0.01, 0]$ and let $\lambda^*, r^*$ be the parameters given by Proposition 9.1. Then the corresponding SC surface is embedded.

Proof. As in the proof of Lemma 10.2, we denote $\widetilde{X}_s : \widetilde{M}_s \to \mathbb{R}^3$ the minimal immersion (with boundary) obtained by successive translations of $M_s$ in the period $\tilde{p}_{s_{\tau(s)}}$. Define the set

$$I = \{s \in [0, 1) : \tilde{X}_s : \tilde{M}_s \to \mathbb{R}^3 \text{ is an embedding}\}.$$  

From Lemma 10.3 one has $(s_2, 1) \subset I$, in particular $I \neq \emptyset$.

Consider $s' \in I$. Taking into account our construction of the Weierstrass representation of $X_s$, one has:

(a) The ends $x(s)_+, x(s)_-, -i\lambda(s)_+$ and $-i\lambda(s)_-$ do not intersect because $0 < |g_r(x(s)_\pm)| < 1$, for $s \in [0, 1)$. This comes from the inequality $0 < c(s) < c_1(s)$ and Lemma 9.1, from which one has $0 < r^2c_1 < 1$. Now use the fact that $g_r(x(s)) = \pm r(s)\sqrt{c(s)}$.

(b) The period $\tilde{p}_{s_{\tau(s)}}$ is longer than $\tilde{p}_{s_{\lambda(s)}}$. This is due to the choice we made of the López-Ros parameter $c(s)$.

(c) The boundary of $\tilde{X}_s(\tilde{M}_s)$ is a sequence of parallel non-compact polygonal lines. Each connected component consists of two half-lines parallel to the $x_1$-axis joined by a segment which is parallel to the $x_2$-axis. The boundary is described in Figure 14. The choice of $c(s)$ also guarantees that the distance between the connected components is positive $\forall s \in [0, 1)$.

Then, there exist $\epsilon, \eta > 0$ such that $\tilde{X}_s(\tilde{M}_s) \cap (\mathbb{R}^3 \setminus C_\eta)$ is embedded, $\forall s \in (s' - \epsilon, s' + \epsilon)$, where $C_\eta = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1^2 + x_2^2 < \eta^2\}$. If $\tilde{X}_s$ were not injective for some $s \in (s' - \epsilon, s' + \epsilon)$, then self-intersections of $\tilde{X}_s(\tilde{M}_s)$ would be in $C_\eta$. As the length of the period $\tilde{p}_{s_{\tau(s)}}$ is bounded, then the first contact must occur in a compact region of $C_\eta$. Moreover, as $\tilde{X}_s(\tilde{M}_s)$ is contained in the upper half-space, there are no contacts of interior points with points of the boundary, this latter contained in the plane $\{x_3 = 0\}$. So, there would be contact between interior points, contradicting the classical maximum principle (see [Sn]). Hence $(s' - \epsilon, s' + \epsilon) \subset I$, which implies that $I$ is open.

Now take a sequence $\{s_n\}_{n \in \mathbb{N}}$ in $I$ converging to $s'' \in [0, 1)$. Assume that $\tilde{X}_{s''}$ is not injective. Then, there are two points $\alpha, \beta \in M_{s''}$ satisfying $\tilde{X}_{s''}(\alpha) = \tilde{X}_{s''}(\beta)$.

The convergence of $(\tilde{X}_{s_n})_{n \in \mathbb{N}}$ to $\tilde{X}_{s''}$, uniformly in compact subsets of $\mathbb{R}^3$, together with the interior maximum principle, assures that there exist open neighbourhoods $N(\alpha)$ and $N(\beta)$ of $\alpha$ and $\beta$, respectively, such that $\tilde{X}_{s''}(N(\alpha)) = \tilde{X}_{s''}(N(\beta))$. So, the image set $\tilde{X}_{s''}(\tilde{M}_{s''})$ is an embedded minimal surface (with boundary) and $\tilde{X}_{s''} : \tilde{M}_{s''} \to \tilde{X}_{s''}(\tilde{M}_{s''})$ is a finitely sheeted covering map. As $\tilde{X}_{s''}$ is one-to-one in a neighbourhood of the ends, then we deduce that $\tilde{X}_{s''}$ is injective. This contradiction shows that $I$ is closed.

Thus, an elementary connectedness argument gives $I = [0, 1)$, which implies that the piece of the SC surface contained in the upper half-space is embedded.
Using the symmetry about the $x_1$-axis, we conclude the embeddedness of the whole surface.

\[\square\]
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