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Abstract

Different magnitude scales are calculated for a set of volcano-tectonic earthquakes recorded in Deception Island Volcano (Antarctica). The data set includes earthquakes recorded during an intense seismic series that occurred in January–February 1999, with hypocentral distances that range between 0.5 and 15 km. This data set is enlarged to include some regional earthquakes with hypocentral distances up to 200 km. The local magnitude scale, $M_L$, fixed at a hypocentral distance of 17 km, is used as the reference for the other magnitude scales studied in the present work. $M_L$ is determined on a standard Wood–Anderson simulated trace assuming a gain of 2080. Maximum peak-to-peak amplitudes are measured on the vertical components of a short-period sensor. The $M_w$ scale is calculated, in the vertical component, both for P and S waves. The attenuation correction of the ground motion displacement spectra is introduced using data from coda waves studied in the area. The comparison between $M_L$ values and $M_w$ estimations indicates severe discrepancies between both values. A magnitude–duration scale is calibrated from the comparison between coda durations of the recorded events and their assigned local magnitude scales. In order to investigate the causes of the discrepancy between the $M_L$ and $M_w$ values we analyze two possible error sources: a wrong coda $Q$ value, or the effects of the near-surface attenuation that initially are not taken into account in the correction of the ground displacement spectra. The analysis reveals that the main cause of this discrepancy is the effect of the near-surface attenuation. The near-surface attenuation is also the cause of the determination of an anomalous spectral decay slope, after the corner frequency, and the determination of this corner frequency value. This near-surface attenuation, represented by $\kappa$, is estimated over the data set, obtaining an average value of 0.025. With this $\kappa$ value, the $M_w$ scale is recalculated using an automatic algorithm. The new $M_w$ values are more consistent with the $M_L$ values, obtaining a relationship of $M_w = 0.78M_L - 0.02$.
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1. Introduction

The quantification of the size and energy of seismic signals recorded in volcanic environments
is one of the most important analyses that has to be performed in the study of volcanic seismicity. The identification and location of the sources that produce the different types of volcanic quakes, and the frequency and patterns of occurrence of these events, are also important for monitoring volcanic activity. The evaluation of the amount of energy that a signal contains, and its spatial and temporal variation, is important in order to understand the source mechanism and also to try to predict the probable evolution of the activity. This quantification has to be done using a homogeneous scale, and the best way is the determination of the event magnitude, but this is a difficult task in many cases. Volcanic environments produce several types of seismic signals different from ‘normal’ earthquakes. In volcanic environments other types of signals related to fluid dynamics, such as volcanic tremors, long-period events or explosions (e.g. Chouet, 1996), are present. The determination of their magnitudes is not always easy, basically because the location of the positions of their sources is not always possible, or because the nature of their wave fields is not well understood. In some cases it is possible to estimate the associated seismic moment for volcanic tremor and long-period events using the reduced displacement (Aki et al., 1977; Fehler, 1983; Gil Cruz and Chouet, 1997; Ibáñez et al., 2000). For volcanic explosions, the procedure is quite different; one possible way is based on the study of the first pulse of the explosion recorded on broad-band stations and involves determining a magnitude scale based on this impulse (Cruz-Atienza et al., 2001).

The determination of magnitudes of volcanic earthquakes (named volcano-tectonic earthquakes) is in many cases difficult. One of the main problems of this study is related to the type of scale used for these studies, its calibration, and the instruments used for the seismic monitoring of volcanic areas: it is not always possible to obtain accurate response curves in many volcanic areas. From the original local magnitude scale $M_L$ developed by Richter (1935, 1958), several magnitude scales have been proposed to determine the size of earthquakes and their associate energy, such as surface-wave magnitude $M_s$, body-wave magnitude $M_b$, duration or coda magnitude $M_c$, or moment magnitude $M_w$ (Lee and Stewart, 1981). All of them are to some degree based on the original $M_L$ scale. $M_s$ and $M_b$ have globally fixed attenuation relations (anelastic attenuation and geometrical spreading), whereas scales used for local earthquakes ($M_L$, $M_s$ and $M_w$) usually require a locally determined attenuation relation. In addition, accurate instrumental calibration must be available for the amplitude-based scales. Often, the magnitude scales are exported from one region to another without considering the regional differences. In many cases the differences are small compared to the uncertainty in magnitude determination, but, for volcanic areas, the attenuation might be different enough to seriously bias the obtained magnitude values when using a magnitude scale from a different area. For example, the special structural characteristics of the volcanic environment, such as structural complexity or topographic irregularities, provides a complex attenuation pattern, with very low $Q$ values and/or deviating geometrical spreading values (e.g. Bianco et al., 1999). In this case it is observed that there is no unique $Q$ value for a volcanic environment and it is strongly dependent of the method used (e.g. Martinez-Arévalo et al., 2002). Other factors that make magnitude determination difficult in volcanic areas are the very short epicentral distances, usually shorter than used in tectonic environments. In many cases, the combined effect of geometrical spreading and seismic attenuation is strongly sensitive to a small change in the hypocentral distance, more than in the case of longer distances. Finally, the low magnitude of the recorded events provides a low signal-to-noise ratio that makes their study more difficult. In some cases we can record events with magnitude lower than $-2$. These difficulties can be solved at the present because we have highly sensitive (16 or 24 bits of resolution) seismic instruments with a good knowledge of their response curve, the signal-to-noise ratio of the recorded earthquakes is quite good, and we are working in areas where the propagation characteristics are well known. Therefore, we can define a specific magnitude scale local to volcanic areas, as, for example,
Del Pezzo and Petrosino (2001) did for Mt. Vesuvio Volcano (Italy).

On the other hand, the determination of the magnitude of events in volcanic environments should be performed in a systematic and rapid way. This is due to the necessity to obtain a fast evaluation of the activity in order to use it as a surveillance element. When the volume of data is reduced, a manual procedure can be applied; however, when the amount of earthquakes is increased, for example with the occurrence of a seismic swarm, the use of automatic algorithms is convenient. These types of automatic algorithms work well when estimating magnitudes in tectonic environments using coda duration, spectral amplitude \( M_s \) or maximum amplitude \( M_L \). However, for volcanic seismicity, the automatic procedures can be problematic. For example, the volcanic tremor shows a strong signal, superimposed on the seismic signal, at frequencies below 6 Hz. This tremor introduces bias in the determination of the coda duration, in the determination of the spectral level and in the true peak-to-peak amplitude. Also, the high attenuation observed near the surface of volcanic environments or the expected low magnitude of the volcanic events could be additional sources of bias in the magnitude estimations. The knowledge of instrument response, attenuation of the medium and hypocentral position could allow us to determine directly the energy involved in the rupture process, and therefore the estimation of the magnitude could be a secondary and unnecessary study. However, if we want to compare the size of the earthquakes with recorded events in the past, or with these in other areas, we need to use an absolute reference, and this reference is the magnitude scale. Therefore, the estimation of the magnitude of the earthquakes is still a very useful tool in the study of the seismicity of volcanic regions.

In the present work we anlayzed a set of volcano-tectonic earthquakes recorded in Deception Island Volcano, Antarctica (see Ibáñez et al., 2000, for a description of the seismicity, instruments and volcanic characteristics of the island), belonging to a seismic swarm occurring in January–March 1999 very near the seismic stations (distances less than 5 km), together with a few local and regional tectonic earthquakes occurring in the neighborhood of the island. It is important to point out that the data set analyzed corresponds to volcano-tectonic earthquakes, that is, these earthquakes are based on shear failures, and therefore the models and theories such as those developed by Richter (1935), Brune (1970), Kanamori (1977) or Hanks (1982) can be directly applied. The purpose of this analysis is the determination of their magnitudes using local magnitude, \( M_L \), and moment magnitude \( M_w \) (for P and S waves), the calibration of a magnitude-duration scale, \( M_c \), for the volcano and comparison among all scales. The objective is not only to quantify the size of the selected events, but also to study how the different magnitude scales can be applied to volcanic environments and the special considerations that have to be taken into account in order to apply such a scale for the volcanic areas. Also, alternative ways to estimate the magnitude (manually and automatically) of the events will be presented and the relations among them will be discussed.

2. Deception Island Volcano, instruments and data

The volcanic activity of Deception Island Volcano, Antarctica (Fig. 1), has been monitored since 1989 by the Spanish Antarctic Program by different summer surveys (see for example the periodical reports in the Smithsonian reports in http://www.nmnh.si.edu/gvp/volcano/region19/antarct/deceptn/var.htm). This volcano is one of the most active on the Antarctic continent (e.g. Baker, 1990) and its special geodynamic framework, its intense ice-magma interaction and its volcanic risk (the island is the most visited place of Antarctica, with hundreds of visitors every week during the summer months) makes it an important study.

Ibáñez et al. (2000) made a complete study of the seismicity recorded and analyzed at the island in the 1994–1998 period. The results obtained can be summarized in the identification and study of several pure volcanic signals with origins related to water–magma interactions, and the quasi-absence of volcano-tectonic events. However, in Jan-
January 1999, a radical change in the pattern of seismicity of the island was observed; in the January–March period a seismic swarm occurred composed of more than 3000 recorded volcano-tectonic earthquakes (see Ibáñez et al., 2003, for a description of the volcanic activity of this crisis). Although the magnitudes of the volcano-tectonic events were very small, some of them reached magnitudes $M_w$ larger than 3.4 and were felt by the personnel working on the volcano during this period. Ibáñez et al. (2003) have obtained a preliminary estimation of the moment magnitude of more than 860 earthquakes belonging to this series under the hypothesis of the $\omega^{-2}$ decay and using horizontal components. These authors observed values of $M_w$ lower than $-1.5$ and corner frequencies greater than 30–40 Hz.

The seismic array that recorded the activity was deployed on top of an alluvial fan in close proximity to Fumarole Bay, the most active fumarole system of the island. This array had an aperture of 240 m with stations located along two semicircles, one of radius 120 m and the other of radius 60 m. This array was equipped with three Mark Products L-4 three-component sensors having a natural frequency of 1 Hz, and with seven Mark Products L28 vertical sensors with a natural frequency of 4.5 Hz. Electronic extensions allowed all the sensors to achieve a flat velocity response curve in the 1–50 Hz frequency interval. Recording was performed with two eight-channel, PC-based digital recorders with a dynamic range of 16 bits, recording data at 200 samples/s/channel. Absolute timing at each recorder was achieved via synchronization with the GPS time code (see Saccorotti et al., 2001, for a more detailed description of the instruments and sites).

For the present work we selected a homogeneous subset of the data composed of 153 volcano-tectonic earthquakes uniformly distributed in the whole magnitude range obtained by Ibáñez et al. (2003). To enlarge this interval as much as possible, some local and regional earthquakes to a maximum distance of 200 km were included. We therefore have more than four units of magnitude in the data set for the present study. We did not use volcano-tectonic earthquakes with magnitudes greater than 2.5 because they are saturated in the digital records of the array. The magnitudes of the largest events were previously estimated using a broad-band station placed in Livingston Island (45 km to the north of Deception Island). In Fig. 1 we plot the epicentral distribution of the local and volcano-tectonic events used for the present study. More than 80% of events were located within a hypocentral distance of 5 km, and most of them within 2 km, with focal depths less than 2 km. The errors obtained in the location of the above earthquakes are, on average, $\pm 0.4$ km for hypocentral distances less than 8 km.

3. Local magnitude

In order to calibrate and compare all the magnitude scales used in the present work, we have to use a reference scale. For our study we have chosen the local magnitude scale defined by Richter (1958). The revised scale by Hutton and Boore (1987) for California is given as:

$$M_L = \log A + 1.11 \log \Delta + 0.0019\Delta - 2.09 \tag{1}$$

where $A$ is the maximum peak ground displacement in nm using a filter simulating the low-frequency cutoff of a Wood–Anderson seismometer. Eq. 1 assumes a gain of 2080 measured by the Wood–Anderson seismograph. $\Delta$ is the hypocentral distance measured in km. This scale provides a magnitude 3.0 at a distance of 100 km with 1 mm of amplitude on the original Wood–Anderson seismograph. The main difference from the original scale is that the attenuation function

![Fig. 1. (a) Map of the South Shetland Island region, Antarctica, showing the position of Deception Island. (b) Map of Deception Island showing the main geological features and some geographical sites. (c) Data selected for this study. Two out of 153 events are outside the map. Symbols of the earthquakes indicate the focal depth of the events: dots, less than 1 km, crosses, between 1 and 3 km and squares, focal depth greater than 3 km. The configuration of the seismic array is represented in the left angle, and its position is represented by the arrows. Note that most events are very close to the array.](image-url)
has been revised for short distances where only a few data were used to establish the original Richter scale. Hutton and Boore (1987) recommended using a shorter reference distance (fixing the distance at 17 km) if a new attenuation function were to be used for a given region. For example, Del Pezzo and Petrosino (2001) revised the relation for earthquakes belonging to the Vesuvius Volcano (Italy) with the following $M_L$ scale:

\[
M_L = \log A + 1.34 \log \Delta - 1.10
\]  

(2)

We have two possibilities for Deception Island Volcano: (1) to estimate a new $M_L$ relationship including local attenuation values, or (2) to use directly Eq. 1 provided by Hutton and Boore (1987). We have decided to use directly relationship 1 for several reasons:

(a) Eq. 1 includes the attenuation effects in the third term (0.0019A). If a new law were estimated for Deception Island this term might be larger than the present one due to the lower $Q$ values observed for the area (e.g. Vila et al., 1995; Martínez-Arévalo et al., 2003). However, due to the very short epicentral distances for the data used, mainly less than 5 km, this attenuation term does not contribute much to the magnitude values. For example, if this term were 10 times greater than for California (which we consider unlikely), the error introduced by using Eq. 1 would be less than 0.1. On the other hand, $Q$ can be considered as the sum of the contribution of scattering and intrinsic attenuation. If, in our region, the scattering effect were more important than for California, we could have a stronger decrease of the peak-to-peak amplitude than expected, without any change of the spectral level. However, due to the short epicentral distances used in this present study (mainly less than 5 km) we do not expect that this effect could greatly affect our $M_L$ estimations using Eq. 1.

(b) The first term of Eq. 1 is mainly related to geometrical spreading, which for California was assumed close to $1/R$. We have no evidence that this value should be modified for Deception Island.

If more data at a varied distance range were available it might be possible to determine a new $M_L$ relationship. However, a new attenuation function would also require us to use a reference distance of 17 km. Therefore only for distances less than 17 km might there be a small magnitude difference compared to using the original relation.

Therefore Eq. 1 has been used to estimate $M_L$ for our selected data. $M_L$ was determined on a standard Wood–Anderson simulated trace assuming a gain of 2080. Maximum peak-to-peak amplitudes (see Fig. 2) were measured on the vertical components of a Mark L4C sensor used as a reference station, the amplitude being determined as half the peak-to-peak amplitude. The simulated Wood–Anderson traces were low-pass-filtered at 30 Hz. The new $M_L$ values show that the reported magnitudes range between −1.5 and 3.0, more than four units.

4. Moment magnitude

The moment-magnitude scale was defined by Kanamori (1977) as:

\[
M_w = 2/3 \log M_o - 6.06
\]  

(3)

where the moment is measured in N m.

In this expression $M_o$ corresponds to the seismic moment that can be expressed, following Brune (1970), as:

\[
M_o = \Omega_o / \Psi_{\theta \phi} (4\pi \rho \nu_s^3 R)
\]  

(4)

where $\Omega_o$ is the attenuation-corrected spectral level estimated in the region in which the displacement spectrum remains flat, $\Psi_{\theta \phi}$ is a function accounting for the body-wave radiation pattern and the effect of the free surface (that can be assumed as 0.85), $R$ is the hypocentral distance, $\nu_s$ is the S-wave velocity and $\rho$ is the Earth density.

To estimate $\Omega_o$ and $f_o$ we can use P and S waves, but it is more correct to use only the S-wave displacement spectra. The original Brune spectrum assumed SH waves and therefore we should use horizontal components for these estimations, as Ibáñez et al. (2003) have done for the preliminary estimation of the $M_w$ of the Deception Island data. However, for the present study we have chosen to use the vertical components because:
(a) On solid rock, experimental studies show that for S or Lg waves, on average there is little difference among amplitudes measured on horizontal and vertical components. However, in volcanic environments, near-surface amplifications are common, which mainly affect the horizontal components (e.g. Bianco et al., 1999). Because the seismic array was deployed on an alluvial fan there was clear site amplification in our data (a factor of 1.5–2 as observed directly on the three-component data) that produces overestimations in the $M_w$ and $M_L$ values. This overestimation is 0.3 units on average.

(b) One of the purposes of the present work is the comparison of the $M_w$ value obtained by using both P and S waves. Because P waves can be better studied in the vertical component, and because the analyzed seismicity has incidence angles close to 45° and SV waves can be observed clearly in the vertical component, we prefer to use vertical displacement for both types of waves.

(c) The seismic instrumentation deployed for
the surveillance of active volcanoes is composed of several types of seismometers, including three-component ones. However, at many volcanoes, the only seismic instrumentation available is composed of vertical sensors. We want to demonstrate that it is possible to estimate these magnitude scales using only this vertical component.

The attenuation-corrected spectra are obtained by applying the $Q$ factor over the ground displacement spectra. The $Q$ factor corresponds to the quality factor of the medium, which is directly related to the seismic attenuation of the region between source and receiver. This $Q$ factor should correspond to the $Q$ value observed for the waves analyzed, in this case the direct P or S waves. If not available, the $Q_c$ factor of the coda waves should be used to correct the spectra. On Deception Island, only a few attenuation studies have been done using coda or other types of seismic waves. Vila et al. (1995) obtained the first $Q_c$ values for the island using relatively long lapse times (they did not consider any lapse time variation and applied the technique over the whole coda).

Recently, Martínez-Arévalo et al. (2003) have been working on the determination of the seismic attenuation of the island using different types of seismic waves. These authors have obtained the direct S-wave attenuation using the coda-normalization method (Aki, 1982) for an interval distance between 0.5 and 5 km. The strong influence of the background seismic noise and volcanic tremor did not permit the estimation of any values at frequencies lower than 11 Hz. In the 11–30 Hz frequency band, anomalous behavior of the attenuation values was observed: a decreased $Q$ value between 11 and 21 Hz and an increased $Q$ value after 21 Hz. Therefore it is difficult to apply these values to the S-wave spectra. However, we tested the possibility of applying these direct S-wave $Q$ values to a subset of our data in order to observe the difficulty of application of these results for moment estimation. Due to the variety of results obtained on Deception Island we decided to estimate $Q_c$ with the same set of data used for the magnitude estimation and using the same reference seismic station. Data have been processed using the SEISAN program (Havskov and Ottemöller, 1999) and the single-backscatter-
imum concentration of earthquakes has been found) is 1.7 km/s and for S-wave velocity is 1.1 km/s. If we average for the first five kilometers the average $v_p$ is 3.7 km/s and the average $v_s$ is 2.25 km/s. We used P and S velocities of 1.7 and 1.1 km/s, respectively, since this corresponds to the depths of most earthquakes.

4.1. S-wave moment magnitude

The S-wave spectra were determined using the SEISAN package (Havskov and Ottemöller, 1999). We use for ground motion displacement a window starting at the S-wave onset provided by the location procedure established by Ibañez et al. (2003) and 1 s long. This short window duration is conditioned by the small size of the analyzed data set. The most energetic arrivals of the seismograms are contained in the window and we did not observe significant differences in the results (second order) if a slightly different window is used. The flat level of the spectrum, the corner frequency and the frequency decay were fixed by eye using two straight lines (as plotted in Fig. 2b).

For the frequency decay we did not restrict this decay to any specific value.

In Fig. 3a we compare the $M_L$ and $M_w$ values obtained with our data. As observed, there is a nearly linear relationship between $M_L$ and $M_w$, but the $M_w$ scale provides systematically lower values than $M_L$ for the whole magnitude interval. The experimental relationship between $M_L$ and $M_w$ is:

$$M_L = 1.36 M_w + 0.42$$  \hspace{1cm} (7)

Considering that both peak ground displacement and S-wave ground displacement spectrum were measured in the same portion of the seismogram and using the same seismic station, we should expect a linear relationship among $M_L$ and $M_w$. As Kanamori and Anderson (1975) have shown, $M_L$ must be linearly proportional to $\log M_o$ and therefore to $M_w$, so the following relationship is to be expected:

$$M_L \sim 1.36 M_w + 0.42$$  \hspace{1cm} (8)

In our study the relation between $M_L$ and $M_w$ has a slope of 1.36, close to the theoretically ex-

---

**Fig. 3.** (a) Relationship between $M_L$ and $M_w$ for S waves. The straight line represents the one-to-one relation. (b) Comparison between $M_w$ for P and S waves. The straight line represents the best fit.
pected value. We also observe that, at least for the small earthquakes of this study, we cannot expect a one-to-one relationship between $M_L$ and $M_w$.

4.2. P-wave moment magnitude

The P-wave spectra were calculated in a shorter window length than that used for S waves. The average S-P time, measured by Ibáñez et al. (2003), for the data set is 0.7 s, and it is due to the short epicentral distances. To avoid contamination between P and S waves we used a window length of 0.6 s, and we used $Q_c$ as factor of attenuation correction. In Fig. 3b we compare our results with the $M_L$ and $M_w$ for S waves. The experimental relationship between $M_w$ using both P and S waves is:

$$M_w(P) = 1.2M_w(S) + 0.21$$  \hspace{1cm} (9)

As observed, there is a strong relationship between both magnitude estimations, even if they have been determined using different seismic waves but the same attenuation correction.

5. Coda duration magnitude scale

The observations performed by Bisztricsany (1958, 1959), Aki (1969) and Aki and Chouet (1975) indicate that the duration of the seismograms, for local earthquakes, is independent of the nature of the seismic source, epicentral distance or regional geology, but strongly dependent on the magnitude of the seismic events. In this case it is possible to define a new magnitude scale that could relate the duration of the seismograms and the magnitude, the so-called magnitude–duration scale. Therefore, it is possible to calibrate a magnitude–duration scale for Deception Island Volcano measuring the seismogram duration for the same data set used in the $M_L$ and $M_w$ determinations. Due to the high level of background seismic noise and the presence of volcanic tremor superimposed on the signals at low frequencies, we bandpass-filtered our seismograms in the 10–15 Hz band (Fig. 2). The duration was determined manually over the filtered trace. The $M_c$ scale has been estimated by comparing the duration of every seismogram with the previously assigned $M_L$ value (Fig. 4). This plot shows a wide dispersion of the data and therefore a low correlation coefficient. The obtained law is:

$$M_c = (2.8 \pm 0.3) \log \tau - (2.7 \pm 0.3)$$  \hspace{1cm} (10)

where $\tau$ is the seismogram duration. The correlation coefficient is $\rho = 0.7$. It is important to indicate that this law is limited for the magnitude interval between $-1$ and 3 where $M_L$ was estimated. Due to the short distances, no distance correction was used.

The dispersion of the data can be attributed to both the errors in the determination of the signal duration and in the different noise levels present in our data. The level of noise present at Deception Island Volcano is dependent on the severe meteorological conditions that change suddenly with winds faster than 100 km/h, rain, marine waves, tides and the volcanic tremors. This means that changes in the level of seismic noise introduce a strong dispersion in the data. For example, for earthquakes of $M_L = 3.0$, the measured durations range between 6 and 10 s, and for earthquakes of magnitude $M_L = 1$, between 10 and 18 s.
6. Discussion

6.1. Attenuation effects

In the comparison between \( M_w \) and \( M_L \) for S waves (Fig. 3) we observed that \( M_w \) was systematically lower than \( M_L \) for the whole magnitude interval. A possible explanation for this difference could be an incorrect attenuation correction for \( M_w \). A possible explanation is: we have used a too high \( Q \) value that did not take into account all the contributions of the real attenuation of the zone. Observing our results we can distinguish several indicators that imply that attenuation should be re-calculated:

1. The observed spectral decay is very rapid after the corner frequency. The obtained average slope in the log-log ground displacement spectra is \(-3.6\), whereas the expected value is \(-2.0\) for the Brune model. In Fig. 5a we plot this spectral decay against magnitude, observing that there is no relation between them. As observed, the spectral decays show values larger than \(-2\), in some cases reaching up to \(-7\).

2. The relation between \( M_L \), corner frequency and stress drop shows anomalous behavior. In Fig. 5 we show both relationships. It can be observed that \( f_o \) tends to increase when magnitude decreases, but clearly stress drop increases when magnitude increases. This variation of the stress drop with magnitude is not consistent with the self-similarity theory. We should expect a more or less constant stress drop for our magnitude range.

3. The corner frequency values obtained at low \( M_L \) estimations are very low. For example, earthquakes with magnitude \( M_L = 0 \) have been observed with an average corner frequency of 20 Hz. For a stress drop of 5 bar, Lee and Stewart (1981) reported the following relationship:

\[
\log f_o = 2.1 - 0.5M_L
\]  

In this case we should thus expect a theoretical corner frequency of 126 Hz. In case of lower stress drops the \( f_o \) value must be lower than 126 Hz, but not as low as 20 Hz as observed in our data.

Therefore, we could assume that the high-frequency energy of our data has been lost and some strong attenuation must be present. This strong seismic attenuation can be interpreted in two possible ways: (a) the \( Q_c \) value used must be lower for the region, or (b) there is a strong near-surface attenuation. Let us study both possibilities.

(a) A wrong coda \( Q \) value. If the true \( Q_c \) value is lower, those earthquakes located far from the seis-
mic antenna should be affected more by this bias than nearer events. To test this hypothesis we divided our data set into two subsets according to their hypocentral distances: less than 5 km, and therefore volcano-tectonic earthquakes, and more than 5 km. Then we calculated again the $M_L$ and $M_w$ relationship. If the $Q_c$ value is wrong, then we should expect a different relationship according to the hypocentral distances. Observing Fig. 6, there is only a slight difference between both relationships. This result indicates that the regional $Q$-correction is adequate for long distances and therefore we are confident that the $Q_c$ value used in our analysis is more or less correct.

(b) Near-surface attenuation. In recent years it has been shown that at practically all recording sites, even on solid rocks, the first 1–2 km, below the seismic station, has a very severe seismic attenuation (e.g. Hanks, 1982; Abercrombie, 1995; Hough, 1996). If we assume a constant $Q$ near the surface, we can write the amplitude of the recorded waves as:

$$A(f, t) = A_0 e^{-\pi f \tau^*}$$

where $A(f, t)$ is the observed amplitude at the seismic station, $A_0$ is the amplitude before the effect of the near-surface attenuation and the near-surface attenuation is described by a distance-independent function named $\tau^*$. Experimentally the values of $\tau^*$ commonly range between 0.02 and 0.06 (Anderson and Hough, 1984; Abercrombie, 1997; Margaris and Boore, 1998) and are commonly called $\kappa$ for studies of local seismicity. The $\tau^*$ name is used only for teleseismic distances.

One of the effects of this near-surface attenuation is that it severely limits the spectral content at high frequencies. This effect will result in the displacement spectrum showing a lower corner frequency, $f_\kappa$, than the true value. This observed corner frequency can be calculated as the frequency that appears when the spectral amplitude is reduced to half, therefore:

$$e^{-\pi f_\kappa} = 0.5$$

and thus:

$$f_\kappa = \frac{0.223}{\kappa}$$

In our study we measured corner frequencies predominantly around 25 Hz for the smaller earthquakes. Therefore we should expect a $\kappa$ value around 0.01. This judgment is subjective because the corner frequency might be read when...
the spectral amplitude were reduced to 0.25. In this case we should get a \( \kappa \) value close to 0.02.

However, we have a procedure that permits us to estimate experimentally the \( \kappa \) values. The combined effects of near-surface attenuation and seismic attenuation can be expressed as:

\[
A(f, t) = A_0 t^{-3} e^{-\pi(\kappa+t/Q(f))}
\]

Observing the ground displacement spectrum of an earthquake, in the frequency interval in which \( f > f_0 \) we should expect that this segment, in a double-logarithmic space, is a straight line with a slope of \( -\pi(\kappa+t/Q) \), with the assumption of a frequency-independent \( Q \). If the \( t/Q \) value is small, the observed slope will be directly proportional to \( \kappa \) and this factor could be estimated for short epicentral distances, without knowing the \( Q \) value. If \( Q(f) \) is known, then the ground displacement spectrum can be first corrected by this value and \( \kappa \) determined directly. This is the well-known spectral decay method.

Now we can show how \( \kappa \) can affect the spectral studies of our data. In Fig. 7 we show a typical \( Q \)-corrected spectrum of a volcano-tectonic earthquake from the 1998–1999 seismic swarm, with a good signal-to-noise ratio, of \( M_L = 0.3 \). In the manual procedure used to estimate \( M_w \), we read the corner frequency at 20 Hz and observed a spectral decay greater than \( 1/\omega_0^2 \). The expected theoretical Brune model, with a spectral decay of \( 1/\omega_0^2 \), and without taking into account any \( \kappa \) value calculated using the observed parameters, is plotted in Fig. 7 (solid line). This theoretical curve does not fit the experimental data. Now, let us assume a realistic \( \kappa \) value of 0.015. In this case we will need higher \( f_0 \) values to fit the theoretical curves to the experimental data. Furthermore, as is also represented in Fig. 7 (dashed line), the theoretical curves obtained using different values of \( f_0 \) (between 30 and 60 Hz) are very similar. From this result we can conclude that our experimental data do not allow us the resolution of the true corner frequency value, even in cases with a very good signal-to-noise ratio. Fortunately, for the purpose of our study we do not need to know the true corner frequency value. However, it is very important that the true spectral level is determined with the correct attenuation value, even if it might not be possible to obtain the correct corner frequency value.

Similar tests were done on several other volcano-tectonic earthquakes, indicating that \( \kappa \) could range between 0.010 and 0.030 and is apparently different for different events even with similar short epicentral distances. These discrepancies could be due to many causes, such as different signal-to-noise ratios, or magnitudes, or something else. However, we are interested in determining an average \( \kappa \) value for our data to be useful for the magnitude determination. For that reason we will determine \( \kappa \) using the spectral decay method.

6.2. Experimental determination of \( \kappa \)

A data set of 34 events, with low magnitudes and hence flat source responses up to high frequencies, were collected. All of them have manually observed corner frequencies above 25 Hz, and therefore we are sure the analyses would not be affected by the corner frequency. As dis-
cussed above, the real corner frequency is probably much higher. The standard method of spectral decay was then used. The spectrum was calculated, corrected for $Q$ as given above, and a straight line fitted to the decay of the spectrum from which $\kappa$ was calculated for each event and then averaged. The signal-to-noise ratio was checked at every point and required to be at least 2, and a correlation coefficient of 0.5 was needed to include the data in the average. The calculation was done in different frequency bands (see Table 1). Fig. 8 shows all the spectra, for S and P waves and the log average value for both types of waves.

Increasing the frequency band should theoretically not affect $\kappa$ as long as we are well above the corner frequency. From Table 1 it is seen that $\kappa$ remains stable until the upper frequency limit is 40 Hz and then slowly starts increasing. This means that the corner frequency of the data used probably is above 40 Hz for all these high-frequency test events. The longer frequency bands also give more stable results. The average $\kappa$ value derived from Table 1 is 0.031, but, taking into account only frequencies below the probable corner frequency (around 40 Hz), we have an averaged $\kappa$ value of 0.025.

### Table 1
Calculation of $\kappa$ as a function of frequency band

<table>
<thead>
<tr>
<th>Frequency band (Hz)</th>
<th>$\kappa$</th>
<th>S.D.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>8–20</td>
<td>0.023</td>
<td>0.025</td>
<td>10</td>
</tr>
<tr>
<td>8–25</td>
<td>0.027</td>
<td>0.008</td>
<td>11</td>
</tr>
<tr>
<td>8–30</td>
<td>0.024</td>
<td>0.007</td>
<td>17</td>
</tr>
<tr>
<td>8–35</td>
<td>0.027</td>
<td>0.006</td>
<td>22</td>
</tr>
<tr>
<td>8–40</td>
<td>0.031</td>
<td>0.007</td>
<td>22</td>
</tr>
<tr>
<td>8–45</td>
<td>0.034</td>
<td>0.007</td>
<td>21</td>
</tr>
<tr>
<td>8–50</td>
<td>0.035</td>
<td>0.006</td>
<td>18</td>
</tr>
<tr>
<td>8–55</td>
<td>0.035</td>
<td>0.005</td>
<td>14</td>
</tr>
<tr>
<td>8–60</td>
<td>0.035</td>
<td>0.004</td>
<td>14</td>
</tr>
<tr>
<td>8–65</td>
<td>0.035</td>
<td>0.002</td>
<td>7</td>
</tr>
</tbody>
</table>

S.D. is standard deviation of the average of $\kappa$ and $N$ is the number of events used.

Fig. 8. Procedure for the estimation of $\kappa$: (a) The S-wave spectra and the log average spectra (dark line). (b) The same procedure for the P-wave spectra.
6.3. Automatic processing for the magnitude momentum of volcanic earthquakes

Once we know the expected $\kappa$ value for Deception Island Volcano and the effect of this attenuation on the spectral parameters, it is necessary to re-calculate the $M_w$ estimations taking into account this near-surface attenuation. Due to the large number of data analyzed in the present work, an automatic procedure to estimate the spectral parameters could be convenient. The use of an automatic determination would be very useful for systematic determinations, and especially for volcanic environments in which an accurate and rapid determination is needed. In this study we will check the procedure recently developed by Ottemöller and Havskov (2003). These authors have shown that, even for small earthquakes, like our data set, it is possible to automatically determine the spectral parameters. The idea is to use generic algorithms to fit the experimental data, after correction for seismic attenuation, to the Brune model and to determine automatically the corner frequency and the spectral level. This fast way to estimate the spectral parameters can also be used to check the influence of the different $\kappa$ values on the magnitude. Before starting the automatic determination we need to check how well this automatic algorithm works with our data set. This test can be done by comparing the $M_w$ values obtained manually in the previous section with the values of the automatic procedure using a $\kappa$ value equal to 0. This comparison is plotted in Fig. 9a, observing that both manual and automatic $M_w$ determinations are nearly the same, with the trend of the automatic algorithm providing a slightly greater $M_w$ value. The experimental fit between both estimations is:

$$M_{\text{w(auto)}} = 1.00M_{\text{w(manual)}} + 0.17$$

(16)

However, there are significant differences between automatic and manual procedures in the determination of the corner frequencies (Fig. 9b). Automatic processing provides corner frequencies systematically lower than the manual determination. This discrepancy can easily be explained as due to the steep decay of the experimental S-wave ground displacement. As mentioned previously, the average manual slope was $-3.6$, whereas the automatic algorithm tries to fit the experimental data to a spectrum of slope $-2$. This forces the automatic determinations to have lower corner frequency values and it is also the reason for the slightly different $M_w$ estimations. Thus we can say that the automatic procedure works quite well for the $M_w$ estimations for Deception Island Volcano data, although it does not get the observed corner frequency values. Again, because our purpose is the determination

Fig. 9. Comparison between automatic $M_w$ and manual $M_w$ (a) and automatic corner frequency versus manual corner frequency (b).
of the magnitude values of our data, and not to obtain source models, we are confident that this automatic procedure is a powerful and fast tool in the study and surveillance of volcanic seismicity.

Finally, we apply this automatic algorithm to our data set to estimate again \( M_w \) with different \( \kappa \) values. We compare (Fig. 10) the manual reference \( M_L \) values with those \( M_w \) values obtained automatically and with different \( \kappa \) values (0.015, 0.020 and 0.025). Also, in Fig. 10 a comparison between manual and automatic corner frequencies is provided. In Table 2 we show the relationship between the \( M_L \) values and the derived \( M_w \) ones. When \( \kappa \) is changed from 0 to 0.015, we still get a good fit to the data, and average moment magnitudes are increased by 0.27 relative to \( M_L \). We

Table 2
Results of automatic processing

<table>
<thead>
<tr>
<th>( \kappa )</th>
<th>Average ( M_L )</th>
<th>Average ( M_w )</th>
<th>( M_L - M_w )</th>
<th>Number of events</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.22</td>
<td>-0.15</td>
<td>0.37</td>
<td>148</td>
</tr>
<tr>
<td>0.015</td>
<td>0.23</td>
<td>0.13</td>
<td>0.10</td>
<td>128</td>
</tr>
<tr>
<td>0.020</td>
<td>0.34</td>
<td>0.31</td>
<td>0.03</td>
<td>105</td>
</tr>
<tr>
<td>0.025</td>
<td>0.39</td>
<td>0.42</td>
<td>-0.03</td>
<td>88</td>
</tr>
</tbody>
</table>

Fig. 10. Comparison between automatic processing using different \( \kappa \). To the left is shown the automatic \( M_w \) vs. manual \( M_L \) and to the right automatic corner frequencies vs. manual corner frequencies.
also see that the automatic corner frequencies are higher than the manual ones. Further increasing $\kappa$ makes the corner frequency determination unstable and fewer events are fitted automatically. This is probably caused by trying to push the corner frequency to higher frequencies where the automatic fitting cannot solve them. This is also indicated by the increasing average $M_w$ of the events fitted automatically. From Fig. 10, we see that the highest corner frequencies are about 40 Hz, which is also the limit determined above by the manual determination of $\kappa$. We have two possibilities to explain the observations:

1. If we believe in self-similarity and the $\omega^{-2}$ model, the data cannot resolve the corner frequency for most of the events.

2. Alternatively, we could use a different source model with a steeper decay, like the $\omega^{-3}$ model, which would require only a modest change in attenuation and automatic fitting would work well. The real corner frequencies would have to be lower.

Solution (2) seems the less likely since this would not explain the spectral decay below 20 Hz where the $\omega^{-3}$ model is also supposed to be flat. We therefore conclude that the data must be corrected for $\kappa$ to get a reliable spectral level. However, this will make automatic fitting difficult and ‘true’ corner frequencies cannot be determined. The automatic determination is a bit more problematic with this data set without changing the standard fitting procedure to only look for the flat level. But then it might not work for larger events. Since the fitting works very well with $\kappa=0.015$ and the difference in $M_w$ between $\kappa=0.015$ and $\kappa=0.025$ is only about 0.1 (also seen from Table 2), the $M_w$ were calculated automatically with $\kappa=0.015$ and 0.1 magnitude unit was added. For this data set, the relation between $M_w$ and $M_L$ is then:

$$M_w = 0.75M_L - 0.02$$ (17)

and the two data sets have on average the same magnitude (Table 2). It thus seems that there is a good consistency between the independently determined local and moment magnitudes.

The above discussion can also be done for direct P waves, observing similar effects.

### 6.4. Can we use other $Q$ values?

The inclusion of the $\kappa$ effect on the attenuation-corrected ground displacement spectra has been due to the fact that $Q_c$ attenuation does not include the effect of near-surface attenuation. Now we could ask if other $Q$ values, containing the total effect of $Q$, could be used for the $M_w$ estimations instead of $Q_c$. Martínez-Arévalo et al. (2003) have calculated the $Q$ value for S waves using different techniques for the same data set. One of them has been the broadening of the P and S-wave first pulse, obtaining a value of $Q_\beta$ independent of the frequency between 48 and 68 as a function of the constant used. From the $\kappa$ value we can derive a $Q$ value assuming an average travel time for our seismic waves. As reported in a previous section, we consider an average S wave of 1.1 km/s and an average hypocentral distance of 2.5 km, therefore the estimated travel time is around 2.3 s. As reported, the $\kappa$ values for our area could be 0.015, 0.020 or 0.025, equivalent to $Q_\kappa$ values of 151, 114 and 91, respectively. In our frequency interval of interest, 10–20 Hz, $Q_c$ ranges between 146 and 192. The combined effect of $Q_c$ and $Q_\kappa$ provides a total $Q_T$ that could be estimated as:

$$Q_T^{-1} = Q_c^{-1} + Q_\kappa^{-1}$$ (18)

In Table 3 we give the calculated $Q_T$ values combining both effects.

The combined effect of both attenuation parameters is very close to the $Q$ value derived using the broadening of the first pulse method. Therefore, in this case, it could have been possible to use only the $Q_\beta$ from the broadening of the S-wave pulse method to obtain correct ground displacement spectra. Martínez-Arévalo et al.

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$Q_T$ (10 Hz)</th>
<th>$Q_T$ (20 Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.015</td>
<td>74</td>
<td>85</td>
</tr>
<tr>
<td>0.020</td>
<td>64</td>
<td>72</td>
</tr>
<tr>
<td>0.025</td>
<td>56</td>
<td>62</td>
</tr>
</tbody>
</table>
also derived $Q_L$ using the coda normalization method, but they obtained values close to or larger than $Q_c$. The reason is that $Q_c$ or $Q_L$ using the coda normalization method does not include the near-surface attenuation.

7. Conclusions

In the present work we have calculated the magnitude of a set of volcano-tectonic earthquakes recorded in Deception Island Volcano (Antarctica). We have shown that it is possible to calculate the local magnitude value ($M_L$) of these very local events using the standard local magnitude relation and using the vertical component of the ground displacement. The determination of the moment magnitude scale ($M_w$) has shown that the correction of the ground displacement spectra using $Q_c$ attenuation values seems to work correctly for regional distances, but provides systematic differences with the $M_L$ estimations for very short epicentral distances. These discrepancies can be interpreted in terms of a near-surface attenuation effect that is not taken into account in the $Q_c$ estimations. This effect can be accounted for by focusing the $\kappa$ factor ($t^*$) that has to be included in the correction of the ground displacement spectra. Once this $\kappa$ value is considered, a good fit between $M_L$ and $M_w$ for very local earthquakes is obtained. One important result observed in the present work is that it is possible to estimate $M_w$ using P waves instead of S waves. This result opens a new way to estimate the magnitude of very local earthquakes when the recorded S waves are saturated. Finally, we want to point out that the automatic algorithms to calculate magnitude, based on generic algorithms, work correctly in those kinds of environments, and therefore could be a fast and powerful tool in the routine procedure to mitigate the hazard inherent in volcanic environments.
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