A priori estimates and existence of positive solutions for strongly nonlinear problems

D. Ruiz

Departamento de Análisis Matemático, Universidad de Granada, 18071 Granada, Spain

Received May 9, 2003

Abstract

In this paper we study the existence of positive solutions for a nonlinear Dirichlet problem involving the $m$-Laplacian. The nonlinearity considered depends on the first derivatives; in such case, variational methods cannot be applied. So, we make use of topological methods to prove the existence of solutions. We combine a blow-up argument and a Liouville-type theorem to obtain a priori estimates. Some Harnack-type inequalities which are needed in our reasonings are also proved.
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1. Introduction

In this work we are concerned with the existence of positive solutions for the problem:

\[
\begin{align*}
\{ & A_m u + f(x,u,\nabla u) = 0, & x \in \Omega, \\
& u(x) = 0, & x \in \partial \Omega,
\end{align*}
\]

where $\Omega \subset \mathbb{R}^N$ is a bounded smooth domain, $A_m u = \text{div}(|\nabla u|^{m-2} \nabla u)$ stands for the usual $m$-Laplacian, $1 < m < N$, and $f : \Omega \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}$ is a nonnegative continuous function. Observe that problem (1) does not have, in general, a variational structure.
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The main assumption on the function $f$ is the following, which will be referred throughout the paper as $[F]$:

$$
[F] \quad \begin{cases}
    u^p - M|\eta|^2 \leq f(x, u, \eta) \leq c_0 u^p + M|\eta|^2, \\
    \forall (x, u, \eta) \in \Omega \times \mathbb{R} \times \mathbb{R}^N, \text{ where } c_0 \geq 1, \ M > 0, \\
    p \in (m - 1, m_* - 1) \text{ and } \alpha \in \left(m - 1, \frac{mp}{p+1}\right).
\end{cases}
$$

Here we denote $m_* = \frac{m(N-1)}{N-m}$. Note that under $[F]$, $u \equiv 0$ is always a solution for (1).

Similar problems have been very studied in the literature, especially when $m = 2$, see for instance the classical papers [5] (where the conditions assumed on $f$ are stronger than $[F]$, even if we restrict ourselves to the case $m = 2$) and [8] (where $f$ does not depend on the derivatives and some other technical conditions are imposed; in exchange, $f$ is allowed to exhibit any subcritical growth). In [24], a very similar problem is treated in the framework of uniformly elliptic operators (for the case of systems of equations, see [9]). Azizieh and Clément have recently studied the $m$-Laplacian case, but under some additional conditions; $f$ does not depend on $x$ nor $\nabla u$, $1 < m \leq 2$, and $\Omega$ is a convex domain. The main feature of this work is to remove all these conditions. We also prove some Harnack-type inequalities which may be useful in the study of similar problems.

Another related paper is [16], where problem (1) is also considered, but under different hypotheses on the nonlinearity $f$.

In order to prove the existence of positive solutions for (1), we will use a degree argument which was first used by Krasnoselskii [13] (see also [8]). The main ingredients of our arguments are some a priori estimates on the pairs $(u, \lambda)$ solving the problem:

$$
\begin{cases}
    \Delta_m u + f(x, u, \nabla u) + \lambda = 0, & x \in \Omega, \\
    u(x) = 0, & x \in \partial\Omega
\end{cases}
$$

with $\lambda \geq 0$ and $u \in C^1(\Omega)$.

First, we prove that (2) has no solution at all when $\lambda > \lambda_0$ for a certain $\lambda_0$ positive. We use an argument involving the Picone identity for the $m$-Laplacian (see [1]).

Most part of the paper is devoted to obtaining a priori estimates (in the $L^\infty$ sense) on the weak solutions of (2) when $\lambda \in [0, \lambda_0]$. These a priori estimates will be accomplished by using a blow-up technique, together with Liouville-type theorems (that is, nonexistence results of positive solutions for the so-called “limit problems”). This kind of argument was first used in [12], where the authors made use of the nonexistence of positive solutions for the two problems (see [11,12] respectively).

$$
\begin{cases}
    \Delta u + u^p = 0 & \text{ in } \mathbb{R}^N, \\
    \Delta u + u^p = 0 & \text{ in } H_+, \\
    u(x) = 0 & \text{ in } \partial H_+.
\end{cases}
$$
where \(1 < p < \frac{N+2}{N-2}\) and \(H_+ = \{x = (x_1, \ldots, x_N) \in \mathbb{R}^N: x_1 > 0\}\) is a halfspace in \(\mathbb{R}^N\).

Mitidieri and Pohozaev proved in [15] that the problem:

\[
\Delta_m u + u^p \leq 0
\]

has no positive solution in \(\mathbb{R}^N\) when \(p \in (m - 1, m_* - 1)\). However, as far as we know, there is no Liouville-type result for the generic \(m\)-Laplacian in the halfspace. This is the main difficulty we have to face.

Suppose, reasoning by contradiction, that there exists a divergent sequence (in the \(L^\infty\) norm) of solutions \(u_n\) of (2). Take \(x_n\) a point at which \(u_n\) attain their maxima. As shown in [12], the blow-up method provides a solution in a halfspace when the points \(x_n\) approach sufficiently fast (in comparison with the \(L^\infty\) norm of \(u_n\)) to the boundary of \(\Omega\).

In [4], the authors assume that \(\Omega\) is convex and that \(1 < m \leq 2\); in that case, they use the moving plane method (as developed in [6] for the \(m\)-Laplacian) to find out that the sequence \(x_n\) cannot approach to the boundary. Then they use the nonexistence result [15].

We use here the same blow-up technique but centered on a certain fixed point \(y_0 \in \Omega\), instead of \(x_n\). First of all, we have to verify that \(u_n(y_0) \to \infty\) when \(n \to \infty\). In order to do that, we will compare the values of \(u_n\) in different points in \(\Omega\) through some Harnack-type inequalities. One of these inequalities is due to Trudinger [22], the other being proved in this work, Section 2, by using ideas from Serrin and Zou (see [19]).

Using this procedure, the corresponding problem will be defined in \(\mathbb{R}^N\), and we obtain a contradiction with the Liouville result [15]. To the best of the author’s knowledge, this variant of the blow-up technique is entirely new in the study of this type of problems. In our opinion, these arguments may also be used in other frameworks.

At the end of the paper we use the sub–super solutions method in order to establish a Ambrosetti–Prodi-type result for problem (2), that is, to study the existence of at least two solutions, depending on the parameter \(\lambda\).

2. Harnack inequalities

In this section we state the Harnack inequalities given by Theorems 2.3 and 2.4, which will be needed in next section. The first one is a convenient extension of the Theorem 4.1 in [19], whereas the second one is due to Trudinger [22].

We first state and prove some lemmas which will be useful to prove Theorem 2.3. Here and throughout all the paper, \(C\) stands for a positive constant which may vary from one expression to another, but is always independent of \(u\).

**Lemma 2.1.** Let \(u\) be a positive weak \(C^1\) solution of the inequality:

\[
-\Delta_m u \geq u^p - M |\nabla u|^2
\]

where \(1 < p < \frac{N+2}{N-2}\) and \(H_+ = \{x = (x_1, \ldots, x_N) \in \mathbb{R}^N: x_1 > 0\}\) is a halfspace in \(\mathbb{R}^N\).
in a domain \( \Omega \subset \mathbb{R}^N \), where \( p > m - 1 \) and \( m - 1 \leq \gamma < \frac{np}{p+1} \). Take \( \gamma \in (0, p) \) and \( \mu \in \left( 0, \frac{np}{p+1} \right) \). Let \( R_0 > 0 \) be fixed, and \( 0 < R < R_0 \). Denote by \( B_R \) a ball of radius \( R \) such that \( B_{2R} \) is included in \( \Omega \).

Then, there exists a positive constant \( C = C(N, m, p, \gamma, \mu, R_0) \) such that

\[
\int_{B_R} u^\gamma \leq CR^{N-\gamma m/(p+1-m)},
\]

\( (7) \)

\[
\int_{B_R} |\nabla u|^\mu \leq CR^{N-(p+1)\mu/(p+1-m)}.
\]

\( (8) \)

**Remark.** Lemma 2.1 is a generalization of Lemma 2.4 of [19] (that lemma treated the inequality \(-\Delta m u \geq u^\mu \) instead of (6); see also [15]). We just sketch the proof, since it basically uses the same ideas. The only difference is that now we have a new term to be estimated.

**Proof.** We can suppose that the ball \( B_R \) is centered at zero. We first focus on proving (7).

Let \( \xi \) be a radially symmetric \( C^2 \) cut-off function on \( B_2(0) \), that is:

1. \( \xi(x) = 1 \) for \( |x| \leq 1 \).
2. \( \xi \) has compact support in \( B_2(0) \) and \( 0 \leq \xi \leq 1 \).
3. \( |\nabla \xi| \leq 2 \).

Let \( d = p - \gamma > 0 \). We take \( \phi = [\xi(x/R)]^k u^{-d} \) as a test function for inequality (6) (we will fix \( k \) later), and obtain:

\[
d \int_\Omega \xi^k u^{-p-1} |\nabla u|^m + \int_\Omega \xi^k u^- \leq \int_\Omega u^{-d} |\nabla u|^{m-1} |\nabla \xi^k| + M \int_\Omega \xi^k u^{-d} |\nabla u|^q.
\]

Now we give some estimates by using the Young inequality in the form

\[
ab u \leq \varepsilon a^q + \varepsilon^{1-q} b^{q/(q-1)} \quad \forall q > 1, \varepsilon > 0.
\]

Observe that \( |\nabla \xi^k| = k \xi^{k-1} |\nabla \xi| \leq k^2 2k/R \xi \). Using the above Young’s inequality with an appropriate \( \varepsilon \), we have

\[
\int_\Omega u^{-d} |\nabla u|^{m-1} |\nabla \xi^k| \leq \frac{d}{2} \xi^{k-p-1} |\nabla u|^m + CR^{-m} \int_\Omega \xi^{k-m} u^{-r},
\]

where we denote \( r = p + 1 - m \). Therefore, we have

\[
\int_\Omega \xi^k u^{-p-1} |\nabla u|^m + \int_\Omega \xi^k u^- \leq CR^{-m} \int_\Omega \xi^{k-m} u^{-r} + M \int_\Omega \xi^k u^{-d} |\nabla u|^q.
\]

(9)
Inequality (9) is very similar to expression (2.8) in [19]; the only difference is that now a second term on the right appears.

We want now to estimate the two right terms of the previous expression.

Step 1: If $g = r$, the arguments in step 2 together with (9) give (7). Moreover, if $g < r$, we apply Hölder inequality to obtain

$$
\int_{B_R} u^{\gamma} \leq CR^{N(1-\gamma)/r} \left( \int_{B_R} u^{\gamma/r} \right).
$$

So, we obtain the desired estimate, thanks to the case $g = r$.

Let us focus on the case $g > r$. Choose $k = m\gamma/r$, and apply the Young inequality to obtain

$$
R^{-m} \int_{\Omega} \zeta^{k-m} u^{\gamma-r} \leq \frac{1}{3} \int_{\Omega} \zeta^{k} u^{\gamma} + CR^{N-m\gamma/r}.
$$

Step 2: We are interested now in the second right term of (9). Using again the Young inequality, we obtain

$$
u^{d} |\nabla u|^{\varphi} \leq \frac{d}{4} u^{\gamma-p-1} |\nabla u|^{m} + Cu^{\varphi},
$$

where $\varphi = (-d - \varphi \frac{p-1}{m}) \frac{m}{m-2}$. Thus, we have

$$
M \int_{\Omega} \zeta^{k} u^{d} |\nabla u|^{\varphi} \leq \frac{d}{4} \int_{\Omega} \zeta^{k} u^{\gamma-p-1} |\nabla u|^{m} + C \int_{\Omega} \zeta^{k} u^{\varphi}.
$$

By using the inequality $\varphi < \frac{mp}{p+1}$, one can easily conclude that $\varphi < \gamma$. Then we can deduce from the Young inequality that

$$
\int_{\Omega} \zeta^{k} u^{\varphi} \leq \frac{1}{3} \int_{\Omega} \zeta^{k} u^{\gamma} + CR^{N}.
$$

Summing up the results of the two preliminary steps, and taking into account (9), we have

$$
\frac{d}{4} \int_{\Omega} \zeta^{k} u^{\gamma-p-1} |\nabla u|^{m} + \frac{1}{3} \int_{\Omega} \zeta^{k} u^{\gamma} \leq CR^{N-m\gamma/r}
$$

(recall that $R \leq R_0$). The proof of (7) is complete.

To prove (8), first note that $\mu < m$. Use Hölder inequality to get

$$
\int_{B_R} |\nabla u|^{\mu} \leq \left( \int_{B_R} u^{\gamma-p-1} |\nabla u|^{m} \right)^{\mu/m} \left( \int_{B_R} u^{\tilde{\gamma}} \right)^{1-\mu/m},
$$

where $\tilde{\gamma} = (p + 1 - \gamma) \mu / (m - \mu)$. Since $\mu < \frac{mp}{p+1}$, we can choose $\gamma$ close enough to $p - 1$ such that $\tilde{\gamma} < p$. Combining (7) and (10) (now referred to the first term on the left) we deduce the desired inequality. □
In next lemma we state a result of Harnack type due to Serrin (see Theorem 5 in [18]). The formulation we give is exactly that of Lemma 4.2 in [19].

**Lemma 2.2.** Let u be a nonnegative weak solution in a domain \( \Omega \) of:

\[
|A_m u| \leq c(x)|\nabla u|^{m-1} + d(x)u^{m-1} + f(x),
\]

where \( c \in L^q(\Omega) \), \( d, f \in L^q(\Omega) \), \( q' > N \) and \( q \in (N/m, N/(m-1)) \).

Then, for every \( R \) such that \( B_{2R} \subset \Omega \), there exists \( C \) depending on \( N, m, q, q', R \) such that

\[
\sup_{B_R} u \leq C \left( \inf_{B_R} u + R^{m-N/q} \|f\|_{L^q} \right).
\]

Now, we derive our Harnack inequality from the previous lemmas:

**Theorem 2.3.** Suppose that \( u \) defined in a domain \( \Omega \) is a positive weak solution of the inequality:

\[
u^\lambda - M|\nabla u|^2 \leq A_m u \leq c_0 u^\lambda + M|\nabla u|^2 + \lambda
\]

with \( m < p + 1 < m_* \), \( m - 1 \leq \alpha \leq mp/(p + 1) \) and \( \lambda > 0 \). Let \( R \leq R_0 \) such that \( B_{2R} \subset \Omega \). Then, there exists \( C = C(N, m, p, \alpha, R_0, M) \) such that

\[
\sup_{B_R} u < C \left( \inf_{B_R} u + R^{m-\lambda} \right).
\]

**Remark.** Theorem 2.3 is a version of Theorem 4.1(b) in [19] (in that theorem, only the case \( \alpha = m - 1 \) is considered).

**Proof.** We use Lemma 2.2 with \( f = \lambda, c = M|\nabla u|^\alpha u^{\alpha + 1} \) and \( d = c_0 u^{p+1-m} \). Then, it suffices to prove that

\[
R^{m-N/q} \|f\|_{L^q} < C R^m, \quad R^{1-N/q} \|c\|_{L^q} < C, \quad R^{m-N/q} \|d\|_{L^q} < C
\]

for certain \( C > 0 \). To do that, we will use Lemma 2.1.

The first inequality is proved straightforward:

\[
R^{m-N/q} \|f\|_{L^q(B_{2R})} = R^{m-N/q} CR^N q \alpha = C R^m.
\]

We now treat the second one. As explained in [19], we can assume at first that \( B_{4R} \subset \Omega \) after that it is easy to prove the same results (increasing \( C \)) when \( B_{2R} \subset \Omega \).
As in Lemma 2.1, we write \( r = p + 1 - m \).

\[
||c||_{L^{q}(B_{2R})} = M \left[ \int_{B_{2R}} |\nabla u|^{\mu} \right]^{1/q} \leq CR^{N-(p+1)\mu/r - \frac{N}{q}}.
\]

In the above expression we have written \( \mu = q'(\alpha - m + 1) \) (for some \( q' > N \) not yet fixed) and we have used Lemma 2.1. To do that, we need to verify that \( \mu < mp/(p + 1) \). It suffices to show that \( N(\alpha - m + 1) < \frac{mp}{p+1} \) and to choose \( q' > N \) close enough to \( N \). Since \( \alpha < \frac{mp}{p+1} \), we just need to show

\[
N \left( \frac{mp}{p+1} - m + 1 \right) < \frac{mp}{p+1}.
\]

This last inequality is equivalent to \( p < m_{s} - 1 \), and therefore \( \mu < \frac{mp}{p+1} \) for an appropriate \( q' > N \).

Hence we can write

\[
R^{1-N/q'} ||c||_{L^{q}(B_{2R})} \leq CR^{1-(p+1)\mu / q'}.
\]

For that expression to be bounded (when \( R \leq R_{0} \)) we just need to show that \( 1 - \frac{(p+1)\mu}{q'} \geq 0 \), but this holds by using the inequality \( \alpha < mp/(p + 1) \) (recall that \( \mu = q'(\alpha - m + 1) \)).

Now we prove \( R^{m-N/q'} ||d||_{L^{q}} < C \). Assuming again that \( B_{4R} \subset \Omega \), we obtain:

\[
||d||_{L^{q}(B_{2R})} = c_{0} \left[ \int_{B_{2R}} u^{\gamma} \right]^{1/q} \leq CR^{(N-mq)/q}
\]

provided \( \gamma < p \), where we denote \( \gamma = (p + 1 - m)q < p \). As before, taking \( q > N/m \) as close as necessary to \( N/m \), it suffices to show that \( (p + 1 - m)N/m < p \). But this last inequality is equivalent to \( p < m_{s} - 1 \iff (p + 1 - m)N/m < p \).

The proof is complete. \( \square \)

In Section 3 we will also make use of the following weak Harnack inequality, due to Trudinger [22].

\textbf{Theorem 2.4.} Let \( u \geq 0 \) be a weak solution of the inequality \( \Delta_{m}u \leq 0 \) in \( \Omega \). Take \( \gamma \in [1, m_{s} - 1) \) and \( R > 0 \) such that \( B_{2R} \subset \Omega \). Then there exists \( C = C(N, m, \gamma) \) (independent of \( R \)) such that

\[
\inf_{B_{R}} u \geq CR^{-n/\gamma} ||u||_{L^{q}(B_{2R})}.
\]
3. A priori estimates

As we mentioned before, in this section we are interested in obtaining a priori estimates using a blow-up procedure. Actually, we are interested in the problem:

\[
\begin{cases}
  \Delta_m u + f(x, u, \nabla u) + \lambda = 0, & x \in \Omega, \\
  u(x) = 0, & x \in \partial \Omega.
\end{cases}
\]  

(11)

As we shall see in next section, the parameter \( \lambda \) will be used to make an appropriate homotopy. Hence we are interested in studying the a priori bounds for a solution of (11). Since we are going to use a degree argument as in [8], we will also need the nonexistence of solutions of (11) for \( \lambda \) large. To do that, we will use the following lemma.

**Lemma 3.1.** Let \( u \) be a positive solution of the problem:

\[
\begin{cases}
  -\Delta_m u = h(x) \geq 0, & x \in \Omega, \\
  u(x) = 0, & x \in \partial \Omega.
\end{cases}
\]

Then

\[
\int_{\Omega} h(x) \frac{\phi_1^m}{u^{m-1}} \leq \lambda_1 \int_{\Omega} \phi_1^m,
\]

where \( \lambda_1 \) is the first eigenvalue of the \( m \)-Laplacian with Dirichlet boundary conditions, and \( \phi_1 \) is the associated eigenfunction.

Moreover, the equality holds if and only if \( u(x) = a \phi_1(x) \) for some \( a > 0 \).

This inequality is an easy consequence of the Picone identity for the \( m \)-Laplacian, see Theorem 1.1 in [1] (see also [3], Lemma 24). Observe that \( \frac{\phi_1^m}{u^{m-1}} \) belongs to \( W^{1,p}_0(\Omega) \) since \( u \) is positive in \( \Omega \) and has nonzero outward derivative on the boundary because of the Hopf lemma (see [23]).

**Proposition 3.2.** There exists \( \lambda_0 > 0 \) such that problem (11) has no positive solutions for any \( \lambda \geq \lambda_0 \).

**Proof.** Suppose that \( u \) is a positive solution for (11). Previous lemma yields that

\[
\int_{\Omega} \left[ f(x, u, \nabla u) + \lambda \right] \frac{\phi_1^m}{u^{m-1}} \leq \lambda_1 \int_{\Omega} \phi_1^m.
\]

Define

\[
l = \min \left\{ \frac{\lambda + t^p}{t^{m-1}} : t \geq 0 \right\}.
\]
One can even give an explicit expression of \( l = l(\lambda) \), and it is easy to show that \( \lim_{\lambda \to \infty} l(\lambda) = \infty \). Using previous definition and property [F], it follows:

\[
\int_{\Omega} \left[ f(x, u, \nabla u) + \lambda \right] \frac{\phi_1^m}{u^{m-1}} \geq \int_{\Omega} \left[ |u|^p - M |\nabla u|^2 + \lambda \right] \frac{\phi_1^m}{u^{m-1}} \\
\geq - \int_{\Omega} \left[ M |\nabla u|^2 \right] \frac{\phi_1^m}{u^{m-1}} + l \int_{\Omega} \phi_1^m \\
\Rightarrow \int_{\Omega} \left[ M |\nabla u|^2 \right] \frac{\phi_1^m}{u^{m-1}} \leq (\lambda - l) \int_{\Omega} \phi_1^m. \tag{12}
\]

We claim that the left integral expression is bounded below. If so, (12) provides a bound for \( l \), and therefore for \( \lambda \) (recall that \( \lim_{\lambda \to \infty} l(\lambda) = \infty \)).

In order to prove the claim, we use the same arguments developed in the proof of Lemma 2.1. We use now as a test function the quotient \( \psi = \frac{\phi_1^m}{u^{m-1}} \), which belongs to \( W_0^{1,m}(\Omega) \) as we explained above. We will argue as in the proof of Lemma 2.1, with

\[ \xi = \phi_1, \quad R = 1, \quad k = m, \quad \gamma = r = p - m + 1 \quad \text{and} \quad d = m - 1. \]

By multiplying by the test function \( \psi \), we obtain

\[
(m - 1) \int_{\Omega} \phi_1^m u^{-m} |\nabla u|^m + \int_{\Omega} \phi_1^m u^{m-1} \leq \int_{\Omega} m \phi_1^{m-1} u^{-(m-1)} |\nabla u|^{m-1} |\nabla \phi_1| + M \int_{\Omega} \phi_1^{m} u^{1-m} |\nabla u|^2. 
\]

Note that \( \nabla \phi_1 \) is bounded in \( \bar{\Omega} \). So, we can estimate the first right expression by using an trivial version of the Young inequality \((x \leq \varepsilon x^a + C, \text{ with } a > 1, \ C \text{ depending on } \varepsilon)\) we obtain, analogously to (9):

\[
\frac{m - 1}{2} \int_{\Omega} \phi_1^m u^{-m} |\nabla u|^m + \int_{\Omega} \phi_1^m u^{m-1} \leq C + M \int_{\Omega} \phi_1^{m} u^{1-m} |\nabla u|^2. \tag{13}
\]

We can argue exactly as in step 2 (Lemma 2.1), to conclude that

\[
\int_{\Omega} \phi_1^m u^{1-m} |\nabla u|^2 \leq \frac{m - 1}{4} \int_{\Omega} \phi_1^m u^{-m} |\nabla u|^m + \frac{1}{2} \int_{\Omega} \phi_1^m u^{m-1} \leq C. \tag{14}
\]

Using again the Young inequality, and combining the previous inequality with (13) (analogously to (10)), we get

\[
\frac{m - 1}{4} \int_{\Omega} \phi_1^m u^{-m} |\nabla u|^m + \frac{1}{2} \int_{\Omega} \phi_1^m u^{m-1} \leq C.
\]

Thus, (14) provides us with the desired bound, and the claim is proved. \( \square \)

We now give a priori estimates on the solutions \( u \) of (11), when \( \lambda \) is bounded.
Proposition 3.3. Assume that \([F]\) holds, and that \(\lambda < \lambda_0\) for some \(\lambda_0\) fixed. Then, there exists \(C > 0\) such that \(\|u\| < C\) for any \(C^1\) solution \(u\) of (11), where \(\| \cdot \|\) denotes the uniform norm.

Proof. Suppose, by contradiction, that there exist \(\lambda_n < \lambda_0\), \(\lambda_n > 0\) such that \(u_n\) is solution of (11) with \(\lambda\) substituted by \(\lambda_n\), and that \(\|u_n\| \to \infty\).

We will use a blow-up argument to get a contradiction. Usually, the blow-up technique is always used around the points \(x_n\) in which \(u_n\) attain their maxima. However, in so doing it may happen that \(d(x_n, \partial \Omega) \to 0\); as we mentioned in the introduction, in that case we may get into trouble.

In this proposition we make the blow-up procedure around a fixed point \(y_0\) in \(\Omega\):

To do that, we first need to assure that \(u_n(y_0) = \|u_n\| = S_n\). which is the main difficulty of this proof. After that, we will use the Harnack inequalities to prove some uniform estimates, which are needed to show the convergence of the method.

Let \(x_n\) be a point in \(\Omega\) such that \(u_n(x_n) = \|u_n\| = S_n\). Denote \(d_n = d(x_n, \partial \Omega)\):

In order to prove that \(u_n(y_0) = \|u_n\| = S_n\), we proceed in several steps:

Step 1: There exists \(c > 0\) such that \(c < \delta_n m^{(p+1-m)/m}\). This will be accomplished by a blow-up argument around the maxima \(x_n\). As we shall see, we will not need to pass to the limit, but to use some regularity results. Here (and through the rest of the paper), we use \(c\) to denote positive constants, which may vary from one expression to another, but are always independent of \(n\).

Define

\[
w_n(x) = S_n^{-1} u_n(y),
\]

where \(y = M_n x + x_n\) and \(M_n > 0\) will be defined later. The functions \(w_n\) are well defined at least in \(B(0, \delta_n M_n^{-1})\), and \(w_n(0) = \|w_n\| = 1\).

Easy computations show that

\[
\nabla w_n(x) = S_n^{-1} M_n \nabla u_n(y),
\]

\[
A_m w_n(x) = S_n^{1-m} M_n^m A_m u_n(y).
\]

Note that the above equality must be understood in the weak sense. Then, we have

\[
-A_m w_n(x) = S_n^{1-m} M_n^m (f(y, u_n(y), \nabla u_n(y)) + \lambda_n)
\]

\[
= S_n^{1-m} M_n^m (f(M_n x + x_n, S_n w_n(x), S_n M_n^{-1} \nabla w_n(x)) + \lambda_n)
\]

\[
:= \theta_n(x, w_n, \nabla w_n).
\]

We choose \(M_n = S_n^{m-1-p}/m\). Note that since \(p > m - 1\), \(M_n \to 0\). Using condition \([F]\), we obtain

\[
|\theta_n(x, w, \zeta)| \leq c_0 |w|^p + MS_n^{-p} S_n^{p+1-m} |\zeta|^p + \lambda_n S_n^{-p}.
\]
Observe that the term $MS_n^{-p}S_n^{p+1/m}$ tends to zero as $n$ tends to infinity. Moreover, since $\lambda_nS_n^{-p}$ also converges to 0,

$$|\theta_n(x, w, \zeta)| \leq c_0 |w|^p + |\zeta|^2 + 1$$

for $n$ large enough. In fact, we can deduce from [F] that

$$\theta_n(x, w, \zeta) - w^p \geq - MS_n^{-p}S_n^{p+1/m} |\zeta|^2 + \lambda_nS_n^{-p} \to 0. \quad (17)$$

Now we use a $C^{1,\alpha}$ regularity result up to the boundary due to Lieberman [14], to conclude from (16) that $||\nabla w_n|| \leq C$ for certain $C > 0$ independent of $n$. We now argue as in [12]. Let $y_n \in \partial \Omega$ such that $d(x_n, y_n) = \delta_n$; then, by using the mean value theorem,

$$1 = w_n(0) - w_n(M_n^{-1}(y_n - x_n)) \leq ||\nabla w_n||M_n^{-1}\delta_n \leq CM_n^{-1}\delta_n.$$ 

The proof of step 1 is concluded.

**Remark.** Observe that if $M_n^{-1}\delta_n$ is unbounded, passing to the limit (and taking into account (17)), we would obtain a weak ($C^1$) positive solution for the problem

$$\Delta_m u + t^p \leq 0 \quad \text{in } \mathbb{R}^N,$$

contradicting the Liouville result of [15]. However, we cannot study in such way the case $M_n^{-1}\delta_n$ bounded. If we did, we would obtain a positive solution in a halfspace, as in [12]; since we do not know if such solutions may exist or not, we do not arrive to a contradiction. That is the reason why we develop a blow-up argument around a fixed point $y_0 \in \Omega$.

**Step 2:** There exists $\gamma \in (0, m_* - 1)$ such that

$$\int_{B(x_n, \delta_n/2)} |u_n|^{\gamma} \to \infty.$$

First, we use Theorem 2.3 in that ball:

$$S_n = \max_{B(x_n, \delta_n/2)} u_n \leq C \left[ \min_{B(x_n, \delta_n/2)} u_n + \lambda_n \frac{\delta_n^{m\gamma}}{2^m} \right].$$

Since $\lambda_n$ and $\delta_n$ are bounded, we have that $\min_{B(x_n, \delta_n/2)} \geq cS_n$ for certain $c > 0$. Using that inequality and step 1, we obtain

$$\int_{B(x_n, \delta_n/2)} |u_n|^{\gamma} \geq cS_n^\gamma \delta_n^{\gamma} \geq cS_n^\gamma S_n^{(m-1-p)N/m}. $$
It is easy to show now that
\[
\frac{(p + 1 - m)N}{m} < m_\ast - 1 \iff p < m_\ast - 1.
\]

Thus we can choose \((p + 1 - m)N/m < \gamma < m_\ast - 1\), and the claim is proved.

**Step 3:** There exists \(y_0 \in \Omega\) such that \(u_n(y_0) \to \infty\). We now need to use the smoothness of the boundary of \(\Omega\) (in fact, \(C^2\) regularity suffices). So, we can find \(\varepsilon > 0\), \(y_n \in \Omega\) such that:

- \(d(y_n, \partial \Omega) = 2\varepsilon\) for all \(n \in \mathbb{N}\).
- \(B(x_n, \delta_n/2) \subset B(y_n, 2\varepsilon)\) for all \(n \in \mathbb{N}\).

The fact that \(\varepsilon\) can be chosen independent of \(n\) is due to the compactness and regularity of \(\partial \Omega\). We now use Theorem 2.4 and step 2 to conclude
\[
\min_{B(y_n, \varepsilon)} u_n \geq c \left( \int_{B(y_n, 2\varepsilon)} |u_n|^\gamma \right)^{1/\gamma} \to + \infty.
\]

Taking a subsequence if necessary, we can assume that \(y_n \to y_0 \in \Omega\). For \(n\) large, we have that \(y_0 \in B(y_n, \varepsilon)\), and hence \(u_n(y_0) \to + \infty\).

**Remark.** Observe that, in particular, \(u_n(y) \to + \infty\) for any \(y \in B(y_0, \varepsilon/2)\). In fact, it is easy to prove, by using Harnack inequality (Theorem 2.3), that \(u_n(y) \to + \infty\) for any \(y \in \Omega\).

Once we have found \(y_0 \in \Omega\) such that \(u_n(y_0) \to \infty\), we make use of the blow-up technique around \(y_0\). Let \(\tilde{S}_n = u_n(y_0)\), and define
\[
w_n(x) = (\tilde{S}_n)^{-1} u_n(y),
\]
where \(y = \tilde{M}_n x + y_0\) and \(\tilde{M}_n = \tilde{S}_n^{-m^{-1-p}}\).

Our intention is now to pass to the limit when \(n \to \infty\). To do that, we first need an uniform bound on the sequence \(w_n\). Observe that, when using blow-up around the maxima of \(u_n\), we immediately get \(||w_n|| = 1\). This type of bound is needed to obtain uniform \(C^{1,\gamma}\) estimates, which are essential in the proof of the convergence of the sequence.

Take \(\delta = d(y_0, \partial \Omega) > 0\). We apply then the Harnack inequality given in Theorem 2.3, to obtain
\[
\max_{B(y_0, \delta/2)} u_n < C \left[ \min_{B(y_0, \delta/2)} u_n + \lambda_n(\delta/2)^m \right].
\]

It follows that \(\max_{B(0, \tilde{M}_n^{-1}\delta/2)} w_n < C\), and clearly \(\tilde{M}_n^{-1} \delta/2 \to + \infty\).
Define then

\[ z_n(x) = \begin{cases} w_n(x), & |x| < \tilde{M}_n^{-1}\delta/2, \\ 0, & \text{otherwise}. \end{cases} \]

We can now apply the usual convergence argument (see [12], for instance) to the sequence \( z_n \) taking into account that \( z_n \in C \). Fixed a ball \( B(0, R) \subseteq \mathbb{R}^n \), we can take \( n \) large enough so that \( 2R < \delta \tilde{M}_n^{-1}\delta/2 \). We use the definition of \( \theta_n \) given in the step 1 of this proof, but with \( S_n, M_n \) substituted by \( \tilde{S}_n, \tilde{M}_n \). Note that the expressions (15), (34) and (15) are also valid here (when \( S_n \) is replaced with \( \tilde{S}_n \)).

Hence, we can use the regularity result [10, 21] (which is possible thanks to (16)) to conclude that \( ||z_n||_{C^1} < C \) in \( B(0, R) \) for certain \( C \) independent of \( n \). Therefore, \( z_n \) converges in the \( C^1 \) norm (up to a subsequence) to a certain function \( z_0 \). Observe that \( z_0(0) = 1 \). Applying (17) with \( |x| < \tilde{M}_n^{-1}d/2 \), we obtain that:

\[ \theta_n(x, z_n, \nabla z_n) - z_n^p \geq - \tilde{M} \tilde{S}_n^{-p} \tilde{S}_n^{p+1} C^p + \lambda_n \tilde{S}_n^{-p} \to 0 \quad (n \to \infty). \]

Thus, \( z_0 \) is a nonnegative (weak) solution of the problem \( \Delta_m z_0 + z_0^p \leq 0 \) in \( B(0, R) \). The strong maximum principle of Vázquez [23] yields that \( w_0 \) is actually positive in that ball.

Since \( R \) is arbitrary, using a diagonal procedure, we can take a subsequence (still denoted by \( z_n \)) such that \( z_n \) converge to \( z_0 \) in compact sets of \( \mathbb{R}^n \) (in the norm \( C^1 \)), where \( z_0 \) is now defined in all \( \mathbb{R}^n \). Then, we obtain that \( z_0 \) is a positive solution of problem (18), which is a contradiction with [15].

4. Existence results and final remarks

In this section we prove the existence of positive solutions for (1). In order to do that, we use a version of a theorem of Krasnoselskii [13] (see also [8]) about the existence of fixed points on compact operators defined in a cone. As we shall see, Propositions 3.2 and 3.3 will be needed.

**Theorem 4.1.** Let \( \mathcal{C} \) be a cone in a Banach space and \( K : \mathcal{C} \to \mathcal{C} \) a compact operator such that \( K(0) = 0 \). Assume that there exists \( r > 0 \), verifying:

(a) \( u \neq tK(u) \) for all \( ||u|| = r \), \( t \in [0, 1] \).

Assume also that there exist a compact homotopy \( H : [0, 1] \times \mathcal{C} \to \mathcal{C} \), and \( R > r \) such that:

(b1) \( K(u) = H(0, u) \) for all \( u \in \mathcal{C} \).
(b2) \( H(t, u) \neq u \) for any \( ||u|| = R \), \( t \in [0, 1] \).
(b3) \( H(1, u) \neq u \) for any \( ||u|| \leq R \).

Let \( D = \{ u \in \mathcal{C} : r < ||u|| < R \} \). Then, \( K \) has a fixed point in \( D \).
Proof. We only sketch the proof, since these type of results are well-known (see [8,13]). Denote by $i_C$ the topological index in the cone $C$, and $B_s = B(0,s) \cap \mathcal{C}$ for any $s>0$ (for a definition and the properties of the topological index in cones, see [7]).

First of all, hypothesis (b3) implies that $i_C(H(1, \cdot), B_R) = 0$. By using the homotopy $H$ (and (b1)–(b2)), we deduce that $i_C(K, B_R)$ is also zero. However, $i_C(K, B_r) = 1$ because of condition (a). Then, the excision property of the index yields that $i_C(K, D) = -1$, and hence $K$ must have a fixed point in $D$. □

Let us state some notations. We consider $C(\Omega)$ as a Banach space equipped with the uniform norm $\| \cdot \|$, and $C^{1,\tau}(\Omega)$ with the usual Hölder norm $\| \cdot \|_{C^{1,\tau}}$.

For each function $v \in C(\Omega)$, we denote by $T(v) \in C^{1,\tau}(\Omega)$ the unique weak solution of the problem:

$$\Delta_m T(v) + v = 0$$

with zero Dirichlet conditions in the boundary of $\Omega$. It is well known that $T : C(\Omega) \to C^{1,\tau}(\Omega)$ is a continuous operator, and maps bounded sets into bounded sets (see Lemma 1.1 in [4], for instance).

Define $N : C^{1,\tau}(\Omega) \to C(\Omega)$, $N(u) = f(x, u, \nabla u)$. From the continuity of $f$ and the compactness of the inclusion $C^{1,\tau}(\Omega) \hookrightarrow C^1(\Omega)$, we deduce that $N$ is compact.

Define also $K = T \circ N : C^{1,\tau}(\Omega) \to C^{1,\tau}(\Omega)$, which is also compact.

We denote by $\mathcal{C} \subset C^{1,\tau}(\Omega)$ the subset of nonnegative functions. Clearly, $\mathcal{C}$ is a cone. Moreover, $K$ maps $\mathcal{C}$ into $\mathcal{C}$ because of the maximum principle (in fact, if $u \in \mathcal{C} - \{0\}$, then $K(u)$ is strictly positive). We are interested in finding nontrivial fixed points of $K$ in $\mathcal{C}$.

We finally state the main result of this paper:

**Theorem 4.2.** Consider the problem:

$$\begin{cases}
\Delta_m u + f(x, u, \nabla u) = 0, & x \in \Omega, \\
u(x) = 0, & x \in \partial \Omega,
\end{cases} \quad (19)$$

where $\Omega$ is a bounded $C^2$ domain in $\mathbb{R}^N$, $1 < m < N$ and $f$ is a nonnegative continuous function verifying [F]. Then, (19) has at least one positive solution.

**Proof.** We use Theorem 4.1. First, let us verify condition (a):

Take $u$ in $\mathcal{C} - \{0\}$ such that $u = tK(u)$ for certain $t \in [0, 1]$. We rewrite this equality as

$$\Delta_m u + t^{m-1} f(x, u, \nabla u) = 0 \quad (20)$$
with zero Dirichlet boundary conditions. We multiply by \( u \) and integrate to obtain

\[
\int_{\Omega} |\nabla u|^m = r^{m-1} \int_{\Omega} f(x, u, \nabla u) \leq c_0 \int_{\Omega} u^{p+1} + M \int_{\Omega} |\nabla u|^2 u \\
\leq C \left( \int_{\Omega} |\nabla u|^m \right)^{(p+1)/m} + \left( \int_{\Omega} |\nabla u|^m \right)^{(2/m)} \left( \int_{\Omega} u^{m/(m-2)} \right)^{(m-2)/m} \\
\leq C \left[ \left( \int_{\Omega} |\nabla u|^m \right)^{(p+1)/m} + \left( \int_{\Omega} |\nabla u|^m \right)^{(x+1)/m} \right].
\]

In the previous computations we have used Hölder and Poincaré inequalities, as well as condition \([F]\). Now, since \( p+1 > m, \alpha + 1 > m \), we deduce that there exists \( c > 0 \) such that \( \int_{\Omega} |\nabla u|^m > c \). Hence we can choose \( r > 0 \) small enough such that \( ||u||_{C^{1,\alpha}} \leq r \Rightarrow \int_{\Omega} |\nabla u|^m < c \); condition (a) is then proved.

We define \( H : [0, 1] \times \mathcal{C} \to \mathcal{C} \) as \( H(t, u) = T[N(u) + t\lambda_0] \) where \( \lambda_0 \) is given by Proposition 3.2. Obviously, the image of \( H \) is contained in \( \mathcal{C} \), again because of the maximum principle and \( C^{1,\tau} \) estimates.

Condition (b1) of Theorem 4.1 is clearly verified. To prove (b2), observe that the equality \( H(t, u) = u \) is equivalent to

\[
\Delta_m u + f(x, u, \nabla u) + t\lambda_0 = 0
\]

with zero Dirichlet boundary conditions in \( \Omega \). In Proposition 3.3 we proved that the solutions of such problem are a priori bounded in their uniform norm. Making use again of the \( C^{1,\tau} \) estimates [14], we deduce that we can find \( R > 0 \) such that all solutions of (21) verify the inequality \( ||u||_{C^{1,\tau}} < R \). Condition (b2) is then verified.

Finally, Proposition 3.2 clearly implies that (b3) holds (in fact, for any \( u \in \mathcal{C} \)). The proof is complete. \( \square \)

**Remark.** We can also use some continuation ideas in the spirit of [17] to prove the existence of a continuum of solutions. Specifically, define

\[
\mathcal{P} = \{ (\lambda, u) \in \mathbb{R} \times \mathcal{C} : u \text{ is solution of } (11) \}. 
\]

Taking condition (a) into account, we can argue exactly as in the Appendix of [4] to prove the existence of a connected set \( \mathcal{A} \subset \mathcal{P} \) joining the trivial solution \((0, 0)\) and \((0, u)\) where \( u \) is a positive solution for (1).

In the next theorem we make use of the sub-super solutions method to prove an Ambrosetti–Prodi type result (see [2]), under a certain additional condition on \( f \).

**Theorem 4.3.** Under the same hypotheses of Theorem 4.2, consider the boundary value problem:

\[
\begin{aligned}
\Delta_m u + f(x, u, \nabla u) + \lambda &= 0, \quad x \in \Omega, \\
u(x) &= 0, \quad x \in \partial \Omega, 
\end{aligned}
\]

\[
\lambda \in \mathbb{R}, \quad u \in \mathcal{C}.
\]
where \( \lambda \geq 0 \). As a consequence of Theorem 4.2, there exists \( \lambda^* > 0 \) such that (22) has a solution if and only if \( \lambda \leq \lambda^* \).

Assume also that \( f \) satisfies that, for each \( R > 0 \), there exists \( \mu > 0 \) such that:

\[
f(x, u, \eta) + \mu u^{m-1} \text{ is increasing in } u, \ 0 \leq u \leq R
\]

for any \( x \in \Omega, \eta \in \mathbb{R}^N \). Then, for any \( \lambda_0 \in [0, \lambda^*) \), there exist at least two different solutions for (22).

**Proof.** Take \( u^* \) a solution of problem (22) for \( \lambda = \lambda^* \), \( R = ||u^*|| \), and fix \( 0 < \lambda_0 < \lambda^* \).

Define \( g(x, u, \eta) = \lambda_0 + f(x, u, \eta) + \mu u^{m-1} \) which is increasing in \( u \), if \( 0 \leq u \leq R \). Clearly, the functions 0 and \( u^* \) are sub and super solutions (respectively) for the problem

\[
\begin{cases}
-\Delta_m u + \mu u^{m-1} = g(x, u, \nabla u), & x \in \Omega, \\
u(x) = 0, & x \in \partial \Omega.
\end{cases}
\]

(23)

Define \( Q_\mu : \mathcal{C} \rightarrow \mathcal{C} \) given by \( Q_\mu(u) = w \), where \( w \) is the unique solution of the problem:

\[
\begin{cases}
-\Delta_m w + \mu w^{m-1} = g(x, u, \nabla u), & x \in \Omega, \\
w(x) = 0, & x \in \partial \Omega.
\end{cases}
\]

(24)

In order to use the sub–super solution method, we need to prove some monotonicity properties on \( Q_\mu \). In fact, we claim that if \( u, v \in \mathcal{C}, \ 0 \leq v, \ ||v|| \leq R, \) then \( Q_\mu(u) \leq Q_\mu(v) \).

Reasoning by contradiction, assume that there exist \( u, v \in \mathcal{C}, \ ||v|| \leq R, \ 0 \leq v \) such that the functions \( w = Q_\mu(u), \ z = Q_\mu(v) \) verify that \( l = \max\{w - z\} > 0 \). Take \( \tilde{R} > 0 \) such that \( |\nabla w(x)| < \tilde{R}, \ |\nabla z(x)| < \tilde{R} \) for all \( x \in \Omega \).

We choose \( l/2 < k < l \) arbitrarily close to \( l \); we shall use the test function \( \phi = (w - z - k)^+ \). Clearly, \( \phi \) is zero outside the compact set \( A_k = \{x \in \Omega: w(x) - z(x) \geq k\} \).

Take an arbitrary \( \varepsilon > 0 \), and choose an appropriate \( \delta > 0 \) such that \( g(x, u, \eta) \leq g(x, v, \xi) + \varepsilon \) for all \( (x, u, v, \eta, \xi) \in K \):

\[
K = \{(x, u, v, \eta, \xi) \in A_{l/2} \times [0, R]^2 \times B_{\tilde{R}}^2: u \leq v, \ |\eta - \xi| \leq \delta\},
\]

where \( B_{\tilde{R}} \) stands for the ball in \( \mathbb{R}^N \) centered at zero and with radius \( \tilde{R} \).

Note that \( \nabla z = \nabla w \) in \( A_l \), and

\[
A_l = \bigcap_{n=1}^{\infty} A_{l-1/n}.
\]

So, we can choose \( k = k(\delta) \) close enough to \( l \) such that \( |\nabla z(x) - \nabla w(x)| < \delta \) for every \( x \in A_k \).
We now use the test function $\phi$ in the weak equalities:

$$-\Delta_m w + \mu w^{m-1} = g(x,u,\nabla u), \quad (24)$$

$$-\Delta_m z + \mu z^{m-1} = g(x,v,\nabla v). \quad (25)$$

Integrating in $\Omega$ and subtracting, we obtain

$$\int_{A_k} \left[ |\nabla w|^{m-2} \nabla w - |\nabla z|^{m-2} \nabla z \cdot (\nabla w - \nabla z) + \mu \int_{A_k} [w^{m-1} - z^{m-1}] \phi \right] = \int_{A_k} \left[ g(x,u,\nabla u) - g(x,v,\nabla v) \right] \phi.$$

The first summand in the right term is positive (in fact, more precise estimates are known, see for instance [20]). So, we can write:

$$\mu \int_{A_k} [w^{m-1} - z^{m-1}] \phi \leq \int_{A_k} \left[ g(x,u,\nabla u) - g(x,v,\nabla v) \right] \phi \leq \epsilon \int_{A_k} \phi.$$

Note that in $A_k$, $w - z \geq k > l/2$; so, it suffices to take $\epsilon$ small enough so that $\mu(w^{m-1} - z^{m-1}) > \epsilon$, to get a contradiction. The claim is proved.

Note that we would have obtained also a contradiction if, instead of (24), (25), one assumes the inequalities:

$$-\Delta_m w + \mu w^{m-1} \leq g(x,u,\nabla u),$$

$$-\Delta_m z + \mu z^{m-1} \geq g(x,v,\nabla v).$$

So, we can follow a typical iterating procedure to assure the existence of a solution $u_0$ for (23), $0 \leq u_0 \leq u^*$ (actually, $u_0 > 0$ in $\Omega$).

In order to prove the existence of another solution, we argue by contradiction, assuming that $u_0$ is the unique solution for (23). Since $\lambda^* > \lambda_0$, we can choose $\epsilon > 0$ small such that the function $u^* + \epsilon$ is also a super-solution for (23). By hypothesis, there are no solutions in the boundary of the set:

$$\mathcal{U} = \{ u \in C: u(x) < u^*(x) + \epsilon \ \forall x \in \Omega \}.$$ 

Then, the index $i_{\epsilon}(Q_\mu, \mathcal{U})$ is well defined and, in fact, $i_{\epsilon}(Q_\mu, \mathcal{U}) = 1$. To prove that, it suffices to use the homotopy:

$$H: [0, 1] \times C \to C, \quad H(t,u) = tQ_\mu(u)$$

and to take into account that $Q_\mu(\mathcal{U}) \subset \mathcal{U}$ (due to the monotonicity of $Q_\mu$).

Since the fixed points of the operators $Q_\mu$ do not depend on $\mu$, we can use the homotopy

$$[0, \mu] \times C \ni (t,u) \mapsto Q_t(u).$$
to show that $i_C(Q_0, U) = 1$. But in Theorem 4.2 we proved that $i_C(Q_0, B_R) = i_C(K, B_R) = 0$, and it implies the existence of another solution which yields the desired contradiction. □

**Open Problem.** An interesting open problem is the case with higher exponents, specifically $m - 1 \leq p < m^* - 1$ where $m^* = \frac{Nm}{N-m}$ is the Sobolev critical exponent for the inclusion $W^{1,m}(\Omega) \hookrightarrow L^p(\Omega)$. In [19] Serrin and Zou proved Liouville type results for the problem:

$$\Delta_m u + u^p = 0 \text{ in } \mathbb{R}^N$$

for $p \in (m - 1, m^* - 1)$. However, it seems difficult to obtain the a priori estimates in the same way we have done here.
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