Diagnostic power of future colliders for $Z'$ couplings to quarks and leptons: $e^+e^-$ versus $pp$ colliders
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We study the diagnostic power of future $e^+e^-$ colliders with $\sqrt{s} = 500$ GeV [the Next Linear Collider (NLC)] for a model-independent determination of the $Z'$ gauge couplings to quarks and leptons. The interference of the $Z'$ propagator with the photon and the $Z$ propagator in the two-fermion final state produces are sensitive to the magnitude as well as relative signs of quark and lepton charges. For $Z'$ with $M_{Z'} \sim 1$ TeV all the quark and lepton charges can be determined to around 10–20%, provided heavy flavor tagging and longitudinal polarization of the electron beam is available. The errors are 2–10 times larger without polarization, and very little information can be obtained about quark charges without heavy flavor tagging. We point out the complementarity of future hadron colliders. At the CERN Large Hadron Collider (LHC) primarily the magnitude of three out of four corresponding couplings can be measured; however, their error bars are typically by a factor of ~2 smaller than those at the NLC.
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I. INTRODUCTION

If the masses of heavy gauge bosons $Z'$s do not exceed 5 TeV or so, the CERN Large Hadron Collider (LHC) would be an ideal place to discover them [1]. In the past few years a number of diagnostic probes have been proposed [1], allowing for a model-independent determination [2] of certain $Z'$ couplings to quarks and leptons provided $M_{Z'} \lesssim 2$ TeV.

On the other hand, future $e^+e^-$ colliders with large enough center-of-mass energy $\sqrt{s}$, e.g., $\sqrt{s} = 2$ TeV, could provide a clean way to discover and study the properties of $Z'$. A more likely possibility, however, is the Next Linear Collider (NLC) with $\sqrt{s} = 500$ GeV. Because of the interference of the $Z'$ propagator with the photon and $Z$ propagators, the two-fermion channels yield complementary information on the existence of a $Z'$. An extensive study [3,4] showed that the effects of a $Z'$ would be observable at the NLC for a large class of models with $M_{Z'}$ up to $1 - 3$ TeV. In particular, in Ref. [3] the sensitivity of the NLC to specific classes of extended electroweak models, e.g., different $E_6$-motivated models described by a parameter $\cos \beta$ (the mixing angle between the $Z$ and $Z'$ defined below) or left-right-symmetric models parametrized by the ratio $\kappa = g_R/g_L$ for the SU(2)$_{L,R}$ gauge coupling constants $g_{L,R}$, was explored.

In this paper we explore further the diagnostic power of the NLC for $Z'$ physics. In particular, we investigate a model-independent determination of the $Z'$ couplings to quarks and leptons [5]. We take the attitude that at the Large Hadron Collider (LHC), which is likely to be built before the NLC, $Z'$ would either be discovered or strong bounds on $M_{Z'}$ (> 5 TeV for typical classes of models) would be achieved. Only in the former case would the NLC provide a testing ground to learn more about the $Z'$. We therefore assume that the $Z'$ has a mass in the range of a few TeV, and thus the NLC has the capability to probe the $Z'$ couplings.

We shall see that heavy flavor $(c,b,t)$ tagging would provide a crucial diagnostic tool for the determination of the quark couplings. Based on the success of experiments at the CERN $e^+e^-$ collider LEP in measuring quark cross sections for different heavy flavors $(c,b)$ [6], we will assume that heavy flavor tagging will be feasible at the NLC. Another crucial tool is the longitudinal polarization of the electron beam, which turns out to be important for an unambiguous determination of the lepton couplings, including their relative signs. Heavy flavor tagging, along with the longitudinal polarization of the electron beam, provide probes in the two-fermion final state channels, which are sensitive to the magnitude as well as the relative signs of all the $Z'$ charges to quarks and leptons. It turns out that for $M_{Z'} \sim 1$ TeV, such couplings would be determined to about 10 – 20% at the NLC. If polarization were not available, the determination of the $Z'$ couplings would be marginal, since the error bars increase by a factor of 2 – 10. Similarly, without heavy flavor tagging, very little can be learned about the quark couplings.

Another goal of this paper is to compare the analysis done for the NLC with the one that has been done for the LHC collider [2]. The diagnostic power of the LHC is complementary. It allows primarily for the determination of the magnitude of three out of four normalized couplings, only. However, the corresponding error bars are typically by a factor of ~2 smaller than those for the NLC. In addition, the LHC would measure $M_{Z'}$ directly and would allow for a determination of an overall strength of the $Z'$ gauge coupling to fermions. This is in
contrast to the NLC, which, for fixed c.m. energy, primarily determines only the ratio of an overall $Z'$ gauge coupling strength and $M_{Z'}$.

The paper is organized as follows. In Sec. II we specify the notation and the models used to illustrate the analysis. In Sec. III we discuss the probes for the two-fermion final state channels at the NLC. In Sec. IV simulated fits for the $Z'$ charges to quark and leptons are performed for a class of typical models. In Sec. V we compare results at the NLC with those at the LHC. Conclusions are given in Sec. VI.

II. TYPICAL MODELS AND $Z'$ COUPLINGS

The neutral current gauge interaction term in the presence of an additional U(1) is of the form [7]

$$-L_{NC} = eJ_{em}^\mu A_\mu + g_1 J_1^\mu Z_1 + g_2 J_2^\mu Z_2,$$

with $Z_1$ the SU(2)$\times$U(1) boson and $Z_2$ the additional boson in the weak eigenstate basis. Here $g_1 \equiv \sqrt{g_1^2 + g_2^2} = g / \cos \theta_W$, where $g_1$, $g_2$ are the gauge couplings of SU(2)$_L$ and U(1)$_Y$, and $g_2$ is the gauge coupling of $Z_2$. The currents are $J_1^\mu = \frac{1}{2} \sum_i \bar{\psi}_i Y_\mu \left[ g_1 \gamma^\mu A_1 + g_2 \gamma^\mu A_2 \right] \psi_i$, $i = 1, 2$, where the sum runs over fermions, and the $g_1 A_1$ and $g_2 A_2$ are the vector and axial vector couplings of $Z_2$ to the $i$th flavor. Analogously, $g_2 A_2$.

For illustration we consider the following typical grand unified theory (GUT), left-right-symmetric, and superstring-motivated models.

- $\chi$ model. $Z_X$ occurs in SO(10)$\rightarrow$SU(5)$\times$U(1)$_\chi$.
- $\psi$ model. $Z_\psi$ occurs in E$_6$ $\rightarrow$SO(10)$\times$U(1)$_\psi$.
- $\eta$ model. $Z_\eta = \sqrt{3/8} Z_X - \sqrt{5/8} Z_\psi$ occurs in superstring-inspired models in which $E_6$ breaks directly to a rank-5 group.

$LR$ model. $Z_{LR}$ occurs in left-right ($LR$) symmetric models. Here we consider the special value $\kappa = g_2 / g_1 = 1$ of the gauge couplings $g_{LR}$ for SU(2)$_{L,R}$, respectively.

In the rest of the paper we assume family universality and neglect $Z$-$Z'$ mixing as suggested from experiments. We also assume $[Q', T_1] = 0$, where $Q'$ is the $Z'$ charge and $T_1$ are the SU(2)$_L$ generators, which holds for a large class of models, including the above SU(2)$_L \times U(1) \times U(1)'$ and LR models. The relevant quantities to distinguish between different models are then the five charges: $g_{L2}^L = g_{R2}^L = g_{L2}^R = g_{R2}^R$, $g_{L2}^L = g_{R2}^L = g_{R2}^R = \eta_{LR}$, and the gauge coupling strength $g_2$. The overall scale of the charges (and $g_2$) depends on the normalization convention for $\text{Tr}(Q'^2)$, but the ratios characterize particular theories.

Note that one combination of the five charges can always be absorbed in the redefinition of an overall gauge coupling strength. Since the photon couplings are only vectorlike and the $\ell$ couplings to $Z$ have the property $g_1^L \approx -g_2^R$, it turns out that the probes in the two-fermion final state channels single out the $Z'$ lepton couplings primarily in the combinations $g_{L2}^L = g_{R2}^R$. To trace the combinations of the normalized charges to which the probes are sensitive, it is advantageous to choose either of the two combinations to normalize the charges. We choose the $g_{L2}^L - g_{R2}^R$ combination, which turns out to be a convenient choice for the typical models used in the analysis. We then define the following four independent “normalized” charges:

$$P_V^L = \frac{g_{L2}^L + g_{R2}^R}{g_{L2}^L - g_{R2}^R}, \quad P_R^L = \frac{g_{L2}^L}{g_{R2}^R}, \quad P_R^d = \frac{g_{R2}^d}{g_{L2}^L}.$$

Their values are given for the typical models in Table I. In addition, the probes in the two-fermion final state channels are sensitive to the following ratio of an overall gauge coupling strength divided by the “reduced” $Z'$ propagator:

$$\epsilon_A = \frac{g_{L2}^L - g_{R2}^R}{4 \pi \alpha M_{Z'}} = \frac{s}{s}.$$

Here $\alpha$ is the fine structure constant. Note again that the four normalized charges [Eqs. (2)] and $\epsilon_A$ [Eq. (3)] can be replaced with an equivalent set by choosing $g_{L2}^L$ and $g_{R2}^R$ to normalize the couplings.

One should contrast the above choice of the normalized couplings with those chosen for the LHC. There the signs of the couplings are difficult to determine and the following set of four normalized couplings is probed directly [2]:

$$\gamma_L^L \equiv \frac{g_{L2}^L}{(g_{L2}^L)^2 + (g_{R2}^R)^2}, \quad \eta^L_L \equiv \frac{g_{L2}^L}{(g_{L2}^L)^2 + (g_{R2}^R)^2},$$

$\tilde{U} \equiv \frac{(g_{L2}^R)^2}{(g_{L2}^L)^2 + (g_{R2}^R)^2}, \quad \tilde{D} \equiv \frac{(g_{R2}^L)^2}{(g_{L2}^L)^2 + (g_{R2}^R)^2}.$

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$\psi$</th>
<th>$\eta$</th>
<th>$LR$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_V^L$</td>
<td>2.0 ± 0.08 (0.26)</td>
<td>0.0 ± 0.04 (1.5)</td>
<td>-3.0 ± 0.5 (1.1)</td>
</tr>
<tr>
<td>$P_R^L$</td>
<td>-0.5 ± 0.04 (0.10)</td>
<td>0.5 ± 0.10 (0.2)</td>
<td>2.0 ± 0.3 (1.1)</td>
</tr>
<tr>
<td>$P_R^d$</td>
<td>-1.0 ± 0.15 (0.19)</td>
<td>-1.0 ± 0.11 (1.2)</td>
<td>-1.0 ± 0.15 (0.24)</td>
</tr>
<tr>
<td>$p_L^*$</td>
<td>3.0 ± 0.24 (0.51)</td>
<td>-1.0 ± 0.21 (2.8)</td>
<td>0.5 ± 0.09 (0.48)</td>
</tr>
<tr>
<td>$\epsilon_A$</td>
<td>0.071 ± 0.005 (0.018)</td>
<td>0.121 ± 0.017 (0.02)</td>
<td>0.012 ± 0.003 (0.009)</td>
</tr>
</tbody>
</table>
which can be expressed in terms of the couplings \((2)\) as

\[
\gamma_L^\ell = \frac{(1 + P_{F}^{\ell})^2}{2(1 + P_{V}^{\ell})}, \quad \gamma_R^\ell = \frac{2P_{F}^{\ell}}{1 + P_{V}^{\ell}},
\]

\[
\bar{U} = (P_{R}^{u})^2, \quad \bar{D} = (P_{R}^{d})^2.
\]

In addition, for \(M_{Z'} \lesssim 5\) TeV, the LHC would determine \(M_{Z'}\) and the total width \(\Gamma_{Z'}\) directly in the main discovery channel \(pp \rightarrow Z' \rightarrow t^+t^- (\ell = e, \mu)\). Then the quantity \(\sigma(pp \rightarrow Z') B(Z' \rightarrow t^+t^-) \Gamma_{Z'}\) would yield the information on an overall strength of the \(Z'\) gauge coupling \([8]\). Here \(\sigma(pp \rightarrow Z')\) is the total cross section and \(B(Z' \rightarrow t^+t^-)\) the branching ratio for the \(t^+t^-\) final state channel.

The values of the couplings \((4)\) for typical models are given in Table II. Note that the couplings in Eq. \((4)\), probed by the LHC, do not determine the couplings in Eq. \((2)\) uniquely. In particular, determination of \(\gamma_L^\ell, \bar{U}, \) and \(\bar{D}\) (the three out of four couplings most easily measurable at the LHC) would yield an eightfold ambiguity for the corresponding three couplings in Eq. \((2)\). Table III exhibits this twofold ambiguity for each of the \(P_{V}^{\ell}\) and \(P_{R}^{u,d}\) couplings; only the first entry is the actual value of the corresponding coupling in the particular model.

III. \(e^+e^- \rightarrow ff\) OBSERVABLES

At the NLC the cross sections and corresponding asymmetries in the two-fermion final state channels, \(e^+e^- \rightarrow ff\), will be measured. Because of the interference of the \(Z'\) propagator with the photon and the \(Z\) propagators, such probes are sensitive to the four normalized charges in Eq. \((2)\) as well as to the parameter \(\epsilon_A\) [Eq. \((3)\)]. The tree-level expressions for such probes can be written explicitly in terms of seven generalized charges, which are given in Ref. \([3]\).

The estimates for statistical and systematic errors suggested \([3]\) an analysis based on the following probes:

\[
\sigma^f, \quad R^{\text{had}} = \frac{\sigma^{\text{had}}}{\sigma^f}, \quad A_{FB}^f.
\]

In the case that longitudinal polarization of the electron beam is available there are additional probes:

\[
A_{LR}^{\ell, \text{had}}, \quad A_{LR,FB}^{\ell}.
\]

Here \(\sigma, A_{FB}, A_{LR},\) and \(A_{LR,FB}\) refer to the corresponding cross sections, forward-backward asymmetries, left-right (polarization) asymmetries, and left-right–forward-backward asymmetries, respectively. The superscripts “\(e\)” and “\(had\)” refer to all three leptonic channels (considering only \(s\)-channel exchange for electrons) and to all hadronic final states, respectively. The above quantities help to distinguish among different models \([3]\); however, they do not yield information on all the \(Z'\) couplings. In particular \(\sigma^f\) and \(A_{FB}^f\) probe \(\epsilon_A\) and the magnitude of \(P_{V}^{\ell}\), but not its sign \([9]\). On the other hand, \(R^{\text{had}}\) provides additional information on one linear combination of the normalized quark couplings. If polarization is available, \(A_{LR}^{f}\) and \(A_{LR,FB}^{f}\) are excellent probes for \(P_{V}^{f}\) (including its sign), while \(A_{LR,FB}^{\text{had}}\) yields information on another linear combination of the quark couplings. See Table IV for the approximate dependence of the above probes on the couplings.

LEP analyses \([6]\) show that current \(e^+e^-\) colliders allow for an efficient tagging of charm \((c)\) and bottom \((b)\) final states. The large momentum and the nature of the \((c,b)\) lifetimes allow for flavor tagging by “flight” identification. At LEP there are three different methods for \(b\) identification, based on lepton tagging, event shape, and lifetime tagging. On the other hand, NLC detectors would be (at least) as good as the corresponding LEP ones. In addition, a larger energy of jets at the NLC would imply a cleaner signature. Eventually, top events will also be easily identifiable at the future \(e^+e^-\) colliders. We therefore assume that at the NLC an efficient tagging of the heavy flavors \((c,b,t)\) would be available. This in turn provides an additional set of observables:

\[
R^f = \frac{\sigma^f}{\sigma^e}, \quad A_{FB}^f; \quad f = c, b, t,
\]

and, with polarization available,

\[
A_{LR}^{f}, \quad A_{LR,FB}^{f}; \quad f = c, b, t,
\]

where the superscript refers to the corresponding heavy flavors. These additional probes would in turn allow for a complete determination of the \(Z'\) gauge couplings to ordinary fermions, giving the assumptions of family universality, \([Q', T_i] = 0\), and neglect of \(Z-Z'\) mixing (see Sec. II).

### TABLE III. Values of three (out of four) couplings (2), which are probed (indirectly) at the LHC [see Eq. (5), which relates the couplings (2) to those directly probed by the LHC].

The error bars indicate how well these couplings can be measured at the LHC (c.m. energy \(\sqrt{s} = 16\) TeV and integrated luminosity \(L_{\text{int}} = 100\, \text{fb}^{-1}\)) for the typical models with \(M_{Z'} = 1\) TeV. There is a twofold ambiguity for each of the couplings. Only the first number corresponds to the actual value of the coupling of the particular model.

<table>
<thead>
<tr>
<th>(\chi)</th>
<th>(\psi)</th>
<th>(\eta)</th>
<th>(LR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\gamma_L^e)</td>
<td>0.9 ± 0.018</td>
<td>0.5 ± 0.03</td>
<td>0.2 ± 0.015</td>
</tr>
<tr>
<td>(\gamma_R^e)</td>
<td>2 ± 0.015</td>
<td>0 ± 0.03</td>
<td>3 ± 0.019</td>
</tr>
<tr>
<td>(\bar{U})</td>
<td>0.5 ± 0.02</td>
<td>0 ± 0.03</td>
<td>3 ± 0.019</td>
</tr>
<tr>
<td>(\bar{D})</td>
<td>1 ± 0.02</td>
<td>0.5 ± 0.03</td>
<td>3 ± 0.019</td>
</tr>
</tbody>
</table>
TABLE IV. Tree level expressions, correct to \( O(\epsilon_A) \), for the total cross sections \( \sigma' \), the forward-backward asymmetries \( A_{FB}^f \), and the corresponding polarized asymmetries \( A_{LR}^f \) and \( A_{LR,FB}^f \). Here, \( f = \ell, u, d \) are the final state flavors. We neglect fermion masses \( m_f^2 \ll s \) and take the weak mixing angle \( \sin^2 \theta_W = 0.23 \). The couplings are defined in Eqs. (2) and (3). \( \sigma_0 = \frac{\alpha^2}{\pi} \) is the pointlike QED cross section for muon pair production, \( \alpha = \frac{e^2}{4\pi} \) the electromagnetic coupling constant, and \( N_c = 3 \) is the number of colors.

\[
\begin{align*}
\sigma' &= \sigma_0 [1.140 - (0.500 P_T^2 + 0.029 P_T^3 + 0.183) \epsilon_A] \\
\sigma^u &= \sigma_0 N_c [0.614 + (0.253 P_T^2 + 0.354 P_T^3) \epsilon_A - 0.112 P_T^4 + 0.324 P_T^4 \epsilon_A] \\
\sigma^d &= \sigma_0 N_c [0.323 - (0.309 P_T^2 + 0.191 P_T^3) \epsilon_A - 0.056 P_T^4 \epsilon_A + 0.162 P_T^4 \epsilon_A] \\
A_{FB}^f &= 0.483 + (0.091 P_T^2 - 0.007 P_T^3 - 0.251) \epsilon_A \\
A_{FB}^u &= 0.614 + (0.179 P_T^2 - 0.045 P_T^3 + 0.284 P_T^4 - 0.187 P_T^4 \epsilon_A) \\
A_{FB}^d &= 0.634 + (0.163 P_T^2 - 0.343 P_T^3 + 0.266 P_T^4 + 0.188 P_T^4 \epsilon_A) \\
A_{LR}^f &= 0.070 + (0.018 P_T^2 - 0.598 P_T^3 - 0.002) \epsilon_A \\
A_{LR}^u &= 0.348 + (0.433 P_T^2 + 0.211 P_T^3 + 0.591 P_T^4 + 0.366 P_T^4 \epsilon_A) \\
A_{LR}^d &= 0.619 + (0.001 P_T^2 - 0.591 P_T^3 - 0.609 P_T^4 + 0.484 P_T^4 \epsilon_A) \\
A_{LR,FB}^f &= 0.053 + (0.013 P_T^2 - 0.449 P_T^3 - 0.001) \epsilon_A \\
A_{LR,FB}^u &= 0.237 P_T^2 + 0.0332 P_T^3 + 0.169 P_T^4 - 0.488 P_T^4 \epsilon_A \\
A_{LR,FB}^d &= 0.476 - (0.262 P_T^2 + 0.162 P_T^3 + 0.213 P_T^4 - 0.615 P_T^4 \epsilon_A)
\end{align*}
\]

To illustrate quantitatively the sensitivity of the above probes for the \( Z' \) couplings, we display the explicit dependence on the couplings (2) and \( \epsilon_A \) [Eq. (3)] in Table IV. (Table II in Ref. [2] provides analogous expressions for the probes at the LHC.) The expressions are at tree-level, evaluated to \( O(\epsilon_A) \), only. In Table IV we neglect fermion masses \( (m_f^2 \ll s) \), implying \( \sigma^f = \sigma^e = \sigma^r = \sigma^t \) (only \( s \)-channel exchange is considered for electrons), \( \sigma^\tau = \sigma^e \equiv \sigma^u \), \( \sigma^b \equiv \sigma^d \), and similarly for the corresponding asymmetries. (Obviously, neglecting the top mass may not be a good approximation.) For \( M_{Z'} \approx 1 \) TeV, \( \epsilon_A \) is sufficiently small, so that the use of these expressions versus the exact Born approximation expressions changes the numerical results only by a few percent. (The numerical results in Tables I, V, and VI and the figures use the exact Born approximations, including \( m_t = 150 \) GeV effects.)

IV. DETERMINATION OF Z' COUPLINGS AT THE NLC

We now study how well one can determine the couplings defined in Sec. III at the NLC. The effects of a heavy \( Z' \) far off shell are expected to be small and comparable to the electroweak radiative corrections [3]. The latter ones are dominated by initial state radiation, which can be greatly reduced by applying a cut on the maximum photon energy to exclude \( Z \) production. With such a cut the tree-level expressions are a reasonably good

TABLE V. The values and statistical error bars for the observables (6)–(9) (defined in Sec. III) at the NLC (c.m. energy \( \sqrt{s} = 500 \) GeV and integrated luminosity \( \mathcal{L}_{int} = 20 \) fb\(^{-1}\)). The models are defined in Sec. II, and \( M_{Z'} = 1 \) TeV. The first row is the number of events in the \( \ell \) channel. The last column is the standard model (SM) prediction.

<table>
<thead>
<tr>
<th>( X )</th>
<th>( \psi )</th>
<th>( \eta )</th>
<th>( LR )</th>
<th>( SM )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma' \mathcal{L}_{int} )</td>
<td>7850 ± 90</td>
<td>8910 ± 90</td>
<td>8640 ± 90</td>
<td>8730 ± 90</td>
</tr>
<tr>
<td>( R_{\text{had}} )</td>
<td>8.73 ± 10</td>
<td>7.28 ± 08</td>
<td>7.69 ± 09</td>
<td>7.18 ± 08</td>
</tr>
<tr>
<td>( A_{FB}^e )</td>
<td>0.491 ± 0.010</td>
<td>0.451 ± 0.009</td>
<td>0.490 ± 0.009</td>
<td>0.415 ± 0.010</td>
</tr>
<tr>
<td>( A_{LR}^e )</td>
<td>−0.018 ± 0.008</td>
<td>0.070 ± 0.007</td>
<td>0.094 ± 0.008</td>
<td>0.092 ± 0.008</td>
</tr>
<tr>
<td>( A_{LR,FB}^e )</td>
<td>0.445 ± 0.002</td>
<td>0.449 ± 0.002</td>
<td>0.428 ± 0.002</td>
<td>0.591 ± 0.002</td>
</tr>
<tr>
<td>( R^e )</td>
<td>1.83 ± 0.3</td>
<td>1.71 ± 0.2</td>
<td>1.72 ± 0.2</td>
<td>1.58 ± 0.2</td>
</tr>
<tr>
<td>( R^\ell )</td>
<td>1.17 ± 0.02</td>
<td>0.81 ± 0.01</td>
<td>0.93 ± 0.01</td>
<td>0.88 ± 0.01</td>
</tr>
<tr>
<td>( R^{\ell'} )</td>
<td>1.57 ± 0.02</td>
<td>1.43 ± 0.02</td>
<td>1.45 ± 0.02</td>
<td>1.38 ± 0.02</td>
</tr>
<tr>
<td>( A_{FB}^\ell )</td>
<td>0.586 ± 0.007</td>
<td>0.641 ± 0.006</td>
<td>0.614 ± 0.006</td>
<td>0.544 ± 0.007</td>
</tr>
<tr>
<td>( A_{FB}^{\ell'} )</td>
<td>0.567 ± 0.009</td>
<td>0.625 ± 0.009</td>
<td>0.655 ± 0.008</td>
<td>0.542 ± 0.010</td>
</tr>
<tr>
<td>( A_{LR}^\ell )</td>
<td>0.437 ± 0.008</td>
<td>0.490 ± 0.008</td>
<td>0.465 ± 0.008</td>
<td>0.398 ± 0.008</td>
</tr>
<tr>
<td>( A_{LR}^{\ell'} )</td>
<td>0.311 ± 0.006</td>
<td>0.337 ± 0.005</td>
<td>0.300 ± 0.006</td>
<td>0.474 ± 0.005</td>
</tr>
<tr>
<td>( A_{LR,FB}^\ell )</td>
<td>0.627 ± 0.006</td>
<td>0.657 ± 0.006</td>
<td>0.633 ± 0.006</td>
<td>0.785 ± 0.005</td>
</tr>
<tr>
<td>( A_{LR,FB}^{\ell'} )</td>
<td>0.347 ± 0.006</td>
<td>0.361 ± 0.006</td>
<td>0.339 ± 0.006</td>
<td>0.491 ± 0.006</td>
</tr>
<tr>
<td>( A_{LR,FB}^e )</td>
<td>0.111 ± 0.006</td>
<td>0.178 ± 0.006</td>
<td>0.117 ± 0.006</td>
<td>0.213 ± 0.006</td>
</tr>
<tr>
<td>( A_{LR,FB}^{\ell'} )</td>
<td>0.379 ± 0.007</td>
<td>0.472 ± 0.007</td>
<td>0.458 ± 0.007</td>
<td>0.533 ± 0.007</td>
</tr>
<tr>
<td>( A_{LR,FB}^\ell )</td>
<td>0.083 ± 0.006</td>
<td>0.136 ± 0.006</td>
<td>0.089 ± 0.006</td>
<td>0.156 ± 0.006</td>
</tr>
</tbody>
</table>
approximation to the different observables. Since our present goal is to explore the sensitivity of the Z’ couplings, it is sufficient to neglect the remaining radiative corrections. Of course, if a new Z’ is actually discovered a realistic fit should include full radiative corrections as well as experimental cuts and detector acceptances.

Throughout the paper we take the c.m. energy $\sqrt{s} = 500$ GeV, and the integrated luminosity $L_{\text{int}} = 20$ fb$^{-1}$. For the analysis we use the probes defined in Eqs. (6)–(9). We assume 100% efficiency for heavy flavor tagging [probes (8), (9)] and 100% longitudinal polarization of the initial electron beam for probes (7) and (9). We will, however, also address the case in which the polarization and the heavy flavor tagging efficiency are smaller. We include only statistical errors for the observables and neglect error correlations for the input parameters. For this reason, and because we do not include experimental cuts and detector acceptances, our results should be interpreted as a limit on how precisely the couplings can be determined for each model for the given c.m. energy and the integrated luminosity of the NLC. Realistic fits are expected to give larger uncertainties for the couplings.

In Table V we give the values of the probes (6)–(9) and their statistical uncertainties at the NLC for the typical models. For comparison, the values in the last column correspond to those of the standard model. The first row is $\sigma^1 L_{\text{int}}$, the number of events in one $\ell = (e, \mu, \tau)$ channel.

We perform a simulated $\chi^2$ analysis for the couplings of the typical models given in Table I for $M_{Z'} = 1$ TeV. The resulting 1σ uncertainties are also given in Table I. The first set of error bars is with polarization [using probes (6)–(9)] while the error bars in parentheses are without polarization [using probes (6) and (8)]. The $Z'$ charges can typically be determined to around 10–20%. Without polarization the error bars increase by a factor 2–10 and thus yield only marginal information about the quark couplings. The poor determination of the couplings for the $\eta$ model is related to the small value of $c_A$ in this case. The $\psi$ model has particularly poorly determined couplings without polarization.

In Figs. 1(a)–1(e) the 90% confidence level ($\Delta \chi^2 = 4.6$) contours are plotted for the various pairs of parameters in the $\chi$, $\psi$, and $\eta$ models (the LR model is in a different region of parameter space) for $M_{Z'} = 1$ TeV. (They should be compared to analogous contours for the couplings (4) at the LHC in Figs. 1 of Ref. [2].) The contours correspond to 100% heavy flavor tagging efficiency as well as 100% electron beam polarization. For the $\eta$ model deviation from Gaussian contours is especially noticeable. Contours in the case without polarization turn out to be unstable, thus indicating marginal diagnostic power of the NLC without polarization.

In Fig. 2(a) 90% confidence level ($\Delta \chi^2 = 6.3$) regions are given in a three-dimensional plot of $P_R$ versus $P_L$ versus $P_{eV}$ for the $\chi$, $\psi$, and $\eta$ models (the LR model is in a different region of parameter space). The error bars are again statistical and assume 100% efficiency for the heavy flavor tagging and 100% polarization for the electron beam.

We also checked how the uncertainty for the couplings are affected in the case of smaller, say 25%, heavy flavor tagging efficiency [the error bars on the probes (8), (9) increase by a factor of 2] as well as in the case that the electron-beam polarization is reduced to, say, 50% (the error bars on the probes (7) and (9) increase approximately by a factor of $\sim 2$ for small asymmetries [10]). Increased error bars on the couplings are given in Table VI; the first (second) set of the error bars corresponds to 25% (100%) heavy flavor tagging efficiency and 100% (50%) electron-beam polarization. In the first case the uncertainties increase primarily on the quark couplings by a factor of $\sim 2$. It is seen that even 25% tagging or 50% polarization efficiency is still very useful.

The diagnostic power of the NLC for the $Z'$ couplings decreases drastically for $M_{Z'} \gtrsim 1$ TeV. For example, for $M_{Z'} = 2$ TeV, the uncertainties for the couplings in the typical models are 100%, and thus a model-independent determination of such couplings is difficult at the NLC.

V. COMPARISON WITH THE LARGE HADRON COLLIDER

In the preceding section we have seen that at the NLC efficient heavy flavor tagging and electron beam polarization allow for a model-independent determination of all of the four normalized $Z'$ couplings to quarks and leptons for a typical class of models, provided $M_{Z'} \lesssim 1$ TeV. It also yields information on the parameter $c_A$, a ratio of an overall gauge coupling strength and $M_{Z'}$, for fixed c.m. energy $s$.

On the other hand, at the LHC $M_{Z'}$ and the total width, $\Gamma_{Z'}$, can be measured well. The magnitude of three $(\gamma_L^4, \bar{U}, \bar{D})$ out of four $Z'$ couplings to fermions can be well determined [2] at the LHC for a typical class of models and $M_{Z'} \lesssim 2$ TeV. The fourth, $\gamma_{U}^4$, requires a measurement of the branching ratio $B(\gamma' \to q\bar{q})$, which may be possible with appropriate kinematic cuts, excellent dijet mass resolution, and detailed knowledge of the QCD background in the $Z' \to$ jet jet channel [11,12].

The analysis for the determination of $(\gamma_L^4, \bar{U}, \bar{D})$ has been done in Ref. [2]. In the main production channel ($pp \to Z' \to \ell^+\ell^-$, $\ell = e, \mu$) the forward-backward asymmetry and the ratio of cross sections in different rapidity bins were used. In the four-fermion final state channels the rare decays $Z' \to W\ell\bar{\ell}$ (with the imposed $m_{T\ell\bar{\ell}} > 90$ GeV cut on the transverse mass of the $\ell\bar{\ell}$ system) and associated productions $pp \to Z'V$ ($V = Z, W$ and $V = \gamma$, with $p_{T\gamma} \geq 50$ GeV imposed on the photon transverse momentum) were used. Only statistical error bars for the probes were incorporated.

The couplings were determined for the CERN LHC (c.m. energy $\sqrt{s} = 16$ TeV, integrated luminosity $L_{\text{int}} = 100$ fb$^{-1}$) [13] for a class of typical models and $M_{Z'} = 1$ TeV. The results are summarized in Table II [2], [14]. In Fig. 3 we also present a three-dimensional plot, where 90% confidence level ($\Delta \chi^2 = 6.3$) regions for $\bar{U}$ versus $\bar{D}$ versus $\gamma_{U}^4$ are plotted for $\chi$, $\psi$, and $\eta$. Note the clear separation between the models.

The couplings in Eq. (4) that are probed directly at
FIG. 1. 90% confidence level ($\Delta \chi^2 = 4.6$) contours for various pairs of couplings defined in Eqs. (2) and (3) for the $\chi$, $\psi$, and $\eta$ models (the $LR$ model is in a different region of parameter space) at the NLC (c.m. energy $\sqrt{s} = 500$ GeV and integrated luminosity $L_{\text{int}} = 20$ fb$^{-1}$) and $M_{Z'} = 1$ TeV. Lines correspond to 100% heavy flavor tagging efficiency and 100% longitudinal polarization of the electron beam. Only statistical error bars for the probes are used.
the LHC are not sensitive to the relative signs of the $Z'$ charges. This in turn implies that couplings (2), which are observed directly at the NLC, are probed with a fewfold ambiguity at the LHC. In Table III we collect the errors expected at the LHC for the three couplings $P_L^\ell$, $P_R^\ell$, and $P_R^\ell$. We again choose the typical models and $M_{Z'} = 1$ TeV. There is an eightfold ambiguity in determination of these couplings; only the first value of $P_L^\ell$, $P_R^\ell$, and $P_R^\ell$ corresponds to the actual values of the typical models. Note, however, that the error bars are typically by a factor of $\sim 2$, smaller than those at the NLC (compare Tables I and III).

In Fig. 2(b) we plot 90% confidence level ($\Delta \chi^2 = 6.3$) regions for the $\chi, \psi$, and $\eta$ models as $P_R^\ell$ versus $P_R^\ell$ versus $P_L^\ell$ at the LHC. While the error bars are small, the figure displays a fewfold ambiguity for the value of the couplings (2) (additional ambiguities are off the scale of the plot). At the NLC the error bars are on the average larger, but the ambiguity in the value of the couplings is now removed. Thus, the LHC and the NLC are complementary and together have a potential to uniquely determine the couplings with small error bars.

VI. CONCLUSIONS

We have explored the diagnostic power of the NLC (c.m. energy $\sqrt{s} = 500$ GeV, integrated luminosity $L_{\text{int}} = 20$ fb$^{-1}$) for a model-independent determination of $Z'$ couplings. The analysis showed that efficient heavy flavor tagging and longitudinal polarization of the electron beam provide probes in the two-fermion final state channels, which are sensitive to the magnitude as well as the relative signs of all the $Z'$ charges to quarks and leptons. For $M_{Z'} \lesssim 1$ TeV, such couplings would be determined to about $10 - 20\%$ for a class of typical models. If the polarization were not available, the determination of the $Z'$ couplings would be marginal, since the error bars increase by a factor of 2–10. Without heavy fla-

FIG. 2. 90% confidence level ($\Delta \chi^2 = 6.3$) regions for the $\chi, \psi$, and $\eta$ models with $M_{Z'} = 1$ TeV are plotted in (a) and (b) for $P_R^\ell$ vs $P_R^\ell$ vs $P_L^\ell$ at the NLC (c.m. energy $\sqrt{s} = 500$ GeV, integrated luminosity $L_{\text{int}} = 20$ fb$^{-1}$) and the LHC ($\sqrt{s} = 16$ TeV, $L_{\text{int}} = 100$ fb$^{-1}$), respectively. Only statistical error bars for the probes are included. (b) reflects a fewfold ambiguity in the determination of these couplings at the LHC.

FIG. 3. 90% confidence level ($\Delta \chi^2 = 6.3$) regions for the $\chi, \psi$, and $\eta$ models with $M_{Z'} = 1$ TeV are plotted for $\tilde{U}$ vs $\tilde{D}$ vs $\gamma_L^\ell$ at the LHC (c.m. energy $\sqrt{s} = 16$ TeV and integrated luminosity $L_{\text{int}} = 20$ fb$^{-1}$). Only statistical error bars are included.
TABLE VI. The value of the couplings [defined in Eqs. (2) and (3)] and 1σ statistical error bars with decreased heavy flavor tagging efficiency and smaller longitudinal polarization of the electron beam, as determined from the probes in Eqs. (6)–(9) at the NLC (c.m. energy $\sqrt{s} = 500$ GeV and integrated luminosity $L_{\text{int}} = 20$ fb$^{-1}$). The models are defined in Sec. II, and $M_{Z'} = 1$ TeV. The first (second) set of error bars corresponds to 25% (100%) heavy flavor tagging efficiency and 100% (50%) electron beam polarization.

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$\psi$</th>
<th>$\eta$</th>
<th>$L^R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_T^O$</td>
<td>2 ± 0.10(0.12)</td>
<td>0 ± 0.05(0.08)</td>
<td>$-3 \pm 0.55(0.68)$</td>
</tr>
<tr>
<td>$P_T^I$</td>
<td>$-0.5 \pm 0.08(0.06)$</td>
<td>0.5 ± 0.16(0.11)</td>
<td>2 ± 0.56(0.53)</td>
</tr>
<tr>
<td>$P_R^O$</td>
<td>$-1 \pm 0.29(0.17)$</td>
<td>$-1 \pm 0.19(0.19)$</td>
<td>$-1 \pm 0.25(0.19)$</td>
</tr>
<tr>
<td>$P_R^I$</td>
<td>3 ± 0.45(0.35)</td>
<td>$-1 \pm 0.37(0.31)$</td>
<td>0.5 ± 0.16(0.15)</td>
</tr>
<tr>
<td>$\epsilon_A$</td>
<td>0.071 ± 0.005(0.008)</td>
<td>0.121 ± 0.018(0.017)</td>
<td>0.012 ± 0.004(0.005)</td>
</tr>
</tbody>
</table>

We took into account the tree-level expressions for the probes with their statistical errors, only. In addition, we used optimistic, though not unreasonable, assumptions for the heavy flavor tagging efficiency and the electron-beam polarization. The analysis is thus useful for gaining qualitative information on the diagnostic power of the NLC for $Z'$ couplings. If a new $Z'$ were known to exist, a realistic fit should include full radiative corrections, experimental cuts and detector acceptance, systematic errors, and error correlations. It is expected that in this case the error bars for the couplings would increase.

In the second part of the paper we compared the diagnostic power of the NLC with the LHC. The LHC is complementary in nature; while it primarily allows for the determination of the magnitude of three out of four normalized couplings only, the corresponding errors are typically by a factor of ~ 2 smaller than those for the NLC for typical models with $M_{Z'} = 1$ TeV. In addition, the LHC would measure $M_{Z'}$ directly and would allow for a determination of an overall strength of the $Z'$ gauge coupling to fermions. This is in contrast to the NLC which, for the fixed c.m. energy, primarily determines only the ratio of an overall $Z'$ gauge coupling strength and $M_{Z'}$.

In conclusion, the analysis demonstrates the complementarity of the NLC and LHC colliders, which in conjunction allow for determination of $M_{Z'}$, an overall $Z'$ gauge coupling strength as well as a unique determination of all the quark and lepton charges with sufficiently small error bars, provided $M_{Z'} \lesssim 1$ TeV.
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[4] Diagnostic properties of the NLC for the $Z'$ gauge couplings were spelled out in Ref. [1]. For a related work on the bounds for leptonic gauge couplings, see A. Leike, DESY Report No. DESY 91-154, 1993.


[9] This is due to the property that the photon couplings are vectorlike and that $\tilde{g}_{T}^\gamma \simeq -\tilde{g}_{R}^\gamma$ for the $\ell$ couplings to $Z$, which in turn ensures that the $\sigma'$ and $A_{FB}$ probe primarily only the square of the $P_T^O$ coupling.

[10] The error bars $\Delta A_{LR}$ for the polarization asymmetries $A_{LR}$ are related to the amount of the beam polarization $p$ in the following way: $\Delta A_{LR} = \sqrt{1 - (p A_{LR})^2}/(p \sqrt{N})$. Here $N$ is the number of the events in the particular channel. Since in the standard model most of the asymmetries are small (see Table V), the corresponding error bars scale approximately as $1/p$.

[13] For the changed projected c.m. energy $\sqrt{s} \sim 14$ TeV at
the LHC and $M_{Z'} = 1$ TeV the cross section in the main
production channel is $\sim 30\%$ smaller than for $\sqrt{s} = 16$
TeV. All the statistical error bars on the probes then
increase by $14\%$.
[14] In Ref. [2] the branching ratios for $Z'$ decays into 16 plets
and 27 plets were assumed for $(\chi, LR)$ and $(\psi, \eta)$ models,
respectively. If one assumes that in the $\psi$ model $Z'$ decays
into 16 plets, the corresponding branching ratios increase
by a factor 4.5, and thus the statistical error bars on the
corresponding probes decrease by $112\%$. In this case the
error bars for the $Z'$ couplings at the LHC would be
significantly smaller than the corresponding ones at the
NLC.
FIG. 2. 90% confidence level ($\Delta \chi^2 = 6.3$) regions for the $\chi, \psi$, and $\eta$ models with $M_{\psi'} = 1$ TeV are plotted in (a) and (b) for $P_R^u$ vs $P_R^d$ vs $P^t_R$ at the NLC (c.m. energy $\sqrt{s} = 500$ GeV, integrated luminosity $L_{\text{int}} = 20$ fb$^{-1}$) and the LHC ($\sqrt{s} = 16$ TeV, $L_{\text{int}} = 100$ fb$^{-1}$), respectively. Only statistical error bars for the probes are included. (b) reflects a fewfold ambiguity in the determination of these couplings at the LHC.
FIG. 3. 90% confidence level ($\Delta \chi^2 = 6.3$) regions for the $\chi, \psi$, and $\eta$ models with $M_{Z'} = 1$ TeV are plotted for $\bar{U}$ vs $\bar{D}$ vs $\gamma_L^2$ at the LHC (c.m. energy $\sqrt{s} = 16$ TeV and integrated luminosity $L_{\text{int}} = 20$ fb$^{-1}$). Only statistical error bars are included.